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ABSTRACT

The study of neural circuit reconstruction, i.e., connectomics, is a challenging problem in neuroscience. Automated and semi-automated electron microscopy (EM) image analysis can be tremendously helpful for connectomics research. In this paper, we propose a fully automatic approach for intra-section segmentation and inter-section reconstruction of neurons using EM images. A hierarchical merge tree structure is built to represent multiple region hypotheses and supervised classification techniques are used to evaluate their potentials, based on which we resolve the merge tree with consistency constraints to acquire final intra-section segmentation. Then, we use a supervised learning based linking procedure for the inter-section neuron reconstruction. Also, we develop a semi-automatic method that utilizes the intermediate outputs of our automatic algorithm and achieves intra-segmentation with minimal user intervention. The experimental results show that our automatic method can achieve close-to-human intra-segmentation accuracy and state-of-the-art inter-section reconstruction accuracy. We also show that our semi-automatic method can further improve the intra-segmentation accuracy.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Motivation

Connectomics (Sporns et al., 2005), i.e., neural circuit reconstruction, is drawing attention in neuroscience as an important method for studying neural circuit connectivity and the implied behaviors of nervous systems (Briggman et al., 2011; Bock et al., 2011; Seung, 2011). It has also been shown that many diseases are highly related to abnormalities in neural circuitry. For instance, changes in the neural circuitry of retina can lead to corruption of retinal cell class circuitry, and therefore retinal degenerative diseases can be found by ultrastructural cell identity and circuitry examination, which at the same time implies certain strategies for vision rescue (Peng et al., 2000; Marc et al., 2003, 2007, 2008; Jones et al., 2003, 2005; Jones and Marc, 2005).

To study the connectivity of a nervous system, image analysis techniques are widely adopted as an important approach. For image acquisition, electron microscopy (EM) provides sufficiently high resolution on nanoscale to image not only intra-cellular structures but also synapses and gap junctions, which are required for neural circuit reconstruction. In this paper, the EM images we use for neuron segmentation and reconstruction are acquired using serial section transmission electron microscopy (ssTEM) (Anderson et al., 2009; Chklovskii et al., 2010), serial block-face scanning electron microscopy (SBFSEM) (Denk and Horstmann, 2004), and serial section scanning electron microscopy (ssSEM) (Horstmann et al., 2012). The use of ssTEM offers a relatively wide field of view for cell identification. However, since specimen sections have to be
cut prior to imaging, thin sections are difficult to acquire, and the image volume can be very anisotropic with as high as 2 nm in-plane resolution and approximately 50 nm z-resolution. Image deformations can be observed between sections to some extent even after image alignment, which is a challenging problem due to the ambiguity between structure changes and coordinate transformations (Tasdizen et al., 2010). These problems are to some degree avoided using SBFSEM, in which sections as thin as 25 nm are cut and removed, and the remaining block face is used for imaging. Since the remaining block is relatively solid and stable, the section shifts and deformations are generally smaller than ssTEM. On the other hand, the lower intra-section resolution (about 10 nm) is a potential drawback of SBFSEM. Recently, a novel approach based on ssSEM was introduced (Horstmann et al., 2012). This method combines serial sectioning specimen preparation and the scanning electron microscopy imaging technique, and is feasible to generate high resolution ultrastructural images of larger volumes than ssTEM. With the recent development of the automatic tape-collecting ultramicrotome (ATUM), sections can be made as thin as 25 nm without increasing section damage risk (Schalek et al., 2012). Another newly introduced imaging technique, focused ion beam scanning electron microscopy (FIBSEM) (Knott et al., 2008), can generate isotropic image data with as high as 10 nm z-resolution. However, currently, the ion beam milling used for removing sections can work on a maximum area of only 100 x 100 μm, and thus it is not feasible for imaging substantially large tissue volumes, which is crucial to eventually map the entire human brain neural connectivity.

The image datasets generated by EM are on terabyte scale (Anderson et al., 2011), and dense manual analysis can take decades (Briggman and Denk, 2006) and is thus infeasible. Therefore, automatic or semi-automatic image-based connectome reconstruction techniques that can extensively reduce human workloads are highly required. Currently, fully automatic EM image segmentation and connectome reconstruction remain as a challenging problem because of the complex ultrastructural cellular textures and the considerable variations in shape and physical topologies within and across image sections (Jain et al., 2007; Lucchi et al., 2010). Even though segmentation of intra-cellular structures (e.g., mitochondria, synapses) is of importance, our work focuses on neuron segmentation and reconstruction as a first step for automating connectomics.

1.2. Related work

For fully automatic neuron segmentation and reconstruction using EM images, there are two general approaches. One approach focuses on segmenting neurons in 2D images and making inter-section linkings for 3D reconstruction, which is suggested by the current anisotropy of most EM image volumes except for FIBSEM. As for 2D neuron segmentation, several unsupervised attempts were made. Anisotropic directional filtering is applied to enhance membrane continuity (Tasdizen et al., 2005; Jurrus et al., 2008), but fails to detect membranes with sufficient accuracy and it cannot remove intra-cellular structures. Kumar et al. (2010) introduced the radon-like features to suppress undesirable intra-cellular structures, but can achieve only moderate accuracy performance. On the other hand, supervised learning methods have proven successful in detecting membranes and segmenting neurons in 2D. Jain et al. (2007) trained a convolutional network to classify pixels as membrane or non-membrane. Mishchenko (2009) used a single-layer artificial neural network with Hessian eigenspace features to identify cell boundaries. Ciresan et al. (2012) applied deep neural networks (DNN) for membrane detection and achieved remarkable results. Laptev et al. (2012) used SIFT flow to align adjacent image sections and incorporate both intra- and inter-section pixel information for membrane detection. Seyedhosseini and Tasdizen (2013) proposed a multi-class multi-scale series contextual model that utilizes both cross- and inter-object information under a serial neural network framework for the detection of membranes and other cellular structures simultaneously. Given membrane detection results, the classifier output can simply be thresholded (Jurrus et al., 2010; Seyedhosseini et al., 2011; Ciresan et al., 2012) to acquire region segmentation. Other more sophisticated methods were proposed to further improve the segmentation results. Kaynig et al. (2010) proposed a graph-cut framework with perceptual grouping constraints to enhance closing of membrane gaps. Liu et al. (2013) used a merge forest structure to incorporate inter-section information to improve 2D neuron segmentation. For 3D linking given 2D segmentation, Yang and Choe (2009) proposed a graph-cut framework to trace 2D contours in 3D. Kaynig et al. (2010) exploited geometrical consistency constraints and used the expectation maximization algorithm to optimize the 3D affinity matrix. Vitaladevuni and Basri (2010) considered the 3D linking as co-clustering each pair of adjacent sections and formulated it as a quadratic optimization problem.

The other group of methods seek to achieve 2D segmentation and 3D reconstruction at the same time. Jain et al. (2011) proposed a reinforcement learning framework to merge supervoxels into segmentations. Andres et al. (2012) proposed a graphical model framework to incorporate both supervoxel face and boundary curve information for 3D supervoxel merging. Vazquez-Reina et al. (2011) generated multiple 2D segmentation hypotheses and formulated the 3D segmentation fusion into a Markov random field framework. Similarly, Funke et al. (2012) used tree structures to represent 2D segmentation hypotheses and achieved 2D segmentation and 3D reconstruction simultaneously by solving an integer linear programming problem with constraints. Recently, Nunez-Iglesias et al. (2013) also used a reinforcement learning framework to learn a merging policy for superpixel agglomeration, which achieved notable result in isotropic FIBSEM image volume segmentation.

In addition to the automatic segmentation methods, there are several semi-automatic methods that utilize user input to improve segmentation in some way. Chklovskii et al. (2010) and EyeWire (Seung, 2013) over-segment images into 2D or 3D regions, and then let a user manually merge these regions together to form the final cell. Post-automatic manual correction methods such as these are sometimes called proofreading methods. Other examples of semi-automatic segmentation include (Vazquez et al., 1998; Vu and Manjunath, 2008; Macke et al., 2008; Jurrus et al., 2009; Jeong et al., 2009), which use various input from the user to initialize automatic methods.

The attempts to segment image volumes directly in 3D require the data to be close to isotropic in order to achieve acceptable results. Although the generation of image data with isotropic resolution becomes possible with the emergence of new EM imaging techniques, e.g., FIBSEM (Knott et al., 2008), the image volume size that can be generated is currently limited. A majority of current data sets of interest are anisotropic, for which direct 3D segmentation approaches may not be suitable.

We develop a two-step approach for 2D segmentation and 3D reconstruction, which is suitable for both anisotropic and isotropic data. Independent of a specific membrane detection algorithm, our method takes membrane probability maps as input for superpixel generation, and uses a hierarchical merge tree structure to represent the merging of multiple region hypotheses. We use supervised classification techniques to quantify the likelihoods of the hypotheses, based on which we acquire intra-section region segmentation via constrained optimization or user interaction. Then we apply a supervised learning based inter-section linking procedure for 3D neuron reconstruction. We show that our automatic method outperforms other state-of-the-art methods and achieves close-to-human errors in terms of 2D segmentation and state-of-the-art 3D
reconstruction accuracy. We also show that our semi-automatic method can further improve the 2D segmentation result with minimal user intervention. Compared with the other most recent work by Nunez-Iglesias et al. (2013), it is noteworthy that the use of node potential in our method (see Section 2.2.5) utilizes higher order information for merging boundaries in an efficient manner. Also, our merge tree framework makes it convenient to incorporate prior knowledge about segmentation, which is not easily achievable in the reinforcement learning framework (Nunez-Iglesias et al., 2013).

2. Methods

Let \( X = \{x_i\} \) be an input image. A segmentation \( S = \{s_i\} \) assigns each pixel an integer label that is unique for each object. A ground truth segmentation \( \mathcal{G} = \{g_i\} \) is usually generated by human experts and is considered as the gold standard. This notation applies to arbitrarily dimensional images. In this paper, we refer to a 2D image as an image or a section, and a sequence of 2D images as an image stack. The accuracy of a segmentation \( S \) is measured based on its agreement with the ground truth \( \mathcal{G} \). The measurement of agreement is introduced in Section 2.1.

2.1. Segmentation accuracy metric

For both purposes of learning and evaluating the segmentation, a metric that is sensitive to correct region separation but less sensitive to minor shifts in the boundaries is desired. Traditional pixel classification error metrics are not effective in this regard. Instead, we chose to use the modified Rand error metric from the ISBI EM Challenge (Arganda-Carreras et al., 2012, 2013).

The adapted Rand error is based on the pairwise pixel metric introduced by Rand (1971). For both the original Rand index and the adapted Rand error, the true positives \( (TP) \), true negatives \( (TN) \), false positives \( (FP) \) and false negatives \( (FN) \) are computed as:

\[
TP = \sum_{i \neq j} \lambda (s_i = s_j \land g_i = g_j),
\]

\[
TN = \sum_{i \neq j} \lambda (s_i \neq s_j \land g_i \neq g_j),
\]

\[
FP = \sum_{i \neq j} \lambda (s_i = s_j \land g_i \neq g_j),
\]

\[
FN = \sum_{i \neq j} \lambda (s_i \neq s_j \land g_i = g_j),
\]

where \( \lambda (\cdot) \) is a function that returns 1 if the argument is true and 0 if the argument is false. Each of these calculations opposes the labels of a given pixel pair in \( S \) \( (s_i, s_j) \), with the corresponding pixel pair in \( G \) \( (g_i, g_j) \), for all possible pixel pairs in the image, \( TP \), which counts the number of pixel pairs for which \( s_i = s_j \) and \( g_i = g_j \), and \( TN \), which counts the number of pixels for which \( s_i \neq s_j \) and \( g_i \neq g_j \), correspond to accurately segmented pixel pairs. \( FP \), which counts the number of pixels which \( s_i = s_j \) but \( g_i \neq g_j \), corresponds to under-segmented pixel pairs, and \( FN \), which counts the number of pixel pairs for which \( s_i \neq s_j \) but \( g_i = g_j \), corresponds to over-segmented pixel pairs. These pairs are considered across a single image for 2D evaluation and across a full image stack for 3D evaluation.

In the original Rand index, the metric is computed by dividing the number of true pairs both positive and negative by the total number of possible pairs in the image. This results in values between 0 and 1 with 1 being an indication of a perfect segmentation. The adapted Rand error, however, is 1 minus the F-score computed from these results using precision and recall where

\[
\text{Precision} = \frac{TP}{TP + FP},
\]

\[
\text{Recall} = \frac{TP}{TP + FN},
\]

\[
F\text{-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},
\]

\[
\text{Adapted Rand error} = 1 - F\text{-score}.
\]

Once again the values of the adapted Rand error are between 0 and 1, but with 0 and 1 now representing a perfect segmentation.

One advantage of using this metric is that when the error is high, the precision and recall provide additional information regarding the type of error that is present. When precision is high and recall is low, this is an indication that the image has been over-segmented. Conversely if recall is high and precision is low, the indication is that the image is under-segmented resulting from regions being merged that should have been separate. Errors such as boundaries between regions being in the shifted locations or a mix of under- and over-segmentations will result in a more balanced value for precision and recall.

This metric is particularly useful in segmentation of EM images because it can be computed accurately independent of the number of regions segmented. One implementation consideration for our application is that all pixels where \( g_i \) corresponds to boundary pixels are ignored. The reason for excluding these pixels is that if the proposed region entirely encompasses the ground truth region and the boundary between regions falls within the true boundary, then the segmentation is accurate for the purposes of this application.

2.2. Intra-section segmentation\footnote{The preliminary version of the fully automatic method was presented in ICPR 2012 (Liu et al., 2012).}

In this section, we propose a fully automatic method for 2D EM image segmentation. We take a membrane detection probability map as input and transform it into an initial segmentation using the watershed algorithm. Then starting with the initial segmentation, we use an iterative algorithm to build the merge tree as a representation of region merging hierarchy. Non-local features are computed and a boundary classifier is trained to give predictions about region merging, based on which we assign a node potential to each node in the merge tree. We resolve the merge tree using a greedy optimization approach under a pixel consistency constraint and generate the final segmentation. Furthermore, we present a semi-automatic merge tree resolution approach to improve the segmentation accuracy while minimizing the user time consumption.

2.2.1. Pixel-wise membrane detection

Our intra-section segmentation method uses pixel-wise membrane detection probability maps as input. A membrane detection map \( B = \{b_i\} \) is a probability image with each pixel intensity \( b_i \in [0, 1] \) as shown in Fig. 1b. Such membrane detection maps are commonly obtained using machine learning algorithms, such as (Jain et al., 2007; Laptev et al., 2012; Ciresan et al., 2012; Seyedhosseini et al., 2013). We can obtain a segmentation of the cells in the image by simply thresholding the probability map. With this approach, however, a few false negatives can cause significant under-segmentation errors. To address this problem, we propose a
A region-based method for 2D segmentation. Our method is independent of how the membrane detection probability maps are obtained. In Section 3, we experiment with the membrane detection probability maps learned with cascaded hierarchical models (CHM) (Seyedhosseini et al., 2013) and deep neural networks (DNN) (Ciresan et al., 2012), and we show that our method can significantly improve the segmentation accuracy over thresholding either of these probability maps.

2.2. Initial segmentation

Based on the probability maps, we generate an initial segmentation for each image, which over-segments the image into superpixels. It is important to use the membrane detection probability maps instead of the original intensity images, because the former usually removes intra-cellular structures and preserves cell boundaries. Many methods can be applied to generate the superpixel initial segmentation (Shi and Malik, 2000; Felzenszwalb and Huttenlocher, 2004; Levinshtein et al., 2009; Veksler et al., 2010; Achanta et al., 2012). Our method uses, but is not limited to, the morphological watershed implementation (Beare and Lehmann, 2006) provided in the Insight Segmentation and Registration Toolkit (ITK) (Yoo et al., 2002), because of its high computational efficiency and good adherence to image boundaries. The basic idea of the watershed algorithm (Beucher and Lantuejoul, 1979) is to consider an image as a 3D terrain map with pixel intensities representing heights. As the rain falls into the terrain, water flows down along the steepest path and forms lakes in the basins, which correspond to regions or segments of the image, and the borders between lakes are called watershed lines. In terms of implementation, local minima of the image are used as seeds, from which regions are grown based on intensity gradients until the region boundaries touch. Fig. 1 shows an example of an initial segmentation. In practice, we blur the membrane detection probabilities with a Gaussian filter and ignore the local minima with dynamics below threshold \( t_w \) to avoid too many initial regions. Meanwhile, by using a small value of \( t_w \), we can ensure over-segmentation. Also, we keep the one-pixel wide watershed lines as background, and use these points as boundary points between foreground regions.

2.2.3. Merge tree construction

Given a set of disjoint regions \( R = \{r_i\} \), in which each region \( r_i \) is a point set, and the background point set (watershed lines) \( r_b \), we define the boundary between two regions \( r_i \) and \( r_j \) as a set of background points that are in the 4-connected neighborhoods of points from both of the two regions, respectively:

\[
\text{boundary}(r_i, r_j) = \{ p \in r_b \mid \exists p' \in r_i, p'' \in r_j, s.t. p \in N_4(p') \cap N_4(p'') \},
\]

where \( N_4(\cdot) \) represents the set of 4-connected neighbor points of a given point. If \( \text{boundary}(r_i, r_j) \) is not the empty set, we say that region \( r_i \) and \( r_j \) are neighbors. Next, we define a merge of \( m \) regions \( \{r_1, r_2, \ldots, r_m\} \) as the union of these region point sets as well as the set of boundary points between these regions:

\[
\text{merge}(r_1, r_2, \ldots, r_m) = \left( \bigcup_{i=1}^{m} r_i \right) \cup \left( \bigcup_{i=1}^{m-1} \bigcup_{j=i+1}^{m} \text{boundary}(r_i, r_j) \right).
\]

Notice that \( \text{merge}(r_1, r_2, \ldots, r_m) \) is also a region. As an example shown in Fig. 2, region \( r_i \) and \( r_j \) merge to form region \( r_k \), which consists of the points from both region \( r_i \) and \( r_j \) and also the boundary points between them. Next, we define a merging saliency function \( f_{\text{Sal}} : \mathbb{R}^m \to \mathbb{R} \), which takes a set of \( m \) regions and uses the pixel information from the original image and/or the membrane detection probability map to determine the merging saliency of the regions, which is a real number. Larger saliency indicates the regions are more likely to merge. In practice, we consider merging only two regions. In determining the merging saliency, we find that the membrane detection probability performs more accurately and consistently than the original image intensity. As an example...

Fig. 1. Example of (a) an original EM image, (b) a membrane detection probability map, and (c) an initial segmentation. Each connected component in the initial segmentation is considered as an initial region. Some boundaries that are too faint to see in (b) result in regions since we aim for an initial over-segmentation.

Fig. 2. Example of region merging. (a) Two merging regions \( r_i \) and \( r_j \) (green) and their boundary (magenta), and (b) the merging result region \( r_k \) (blue) are overlaid to the ground truth segmentation. The boundary is dilated for visualization purposes. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
shown in Fig. 1, some intra-cellular structures, e.g., mitochondria, look even darker than the membranes in the original image, and thus using these original intensities could give false indications about region merging saliency. In the membrane detection probability map, however, the strengths of such pixels are suppressed and the membrane pixels are distinguished. Also, we find that the median of the membrane probabilities of the boundary points between two regions is a good indication of region merging saliency and gives a more robust boundary measure than other statistics, such as minimum and mean. Thus, the merging saliency function is specified as
\[
fs(r_i, r_j) = 1 - \text{median}(\{D_p \in B | p \in \text{boundary}(r_i, r_j)\}).
\] (11)

In practice, some regions in the initial segmentation could be too small to extract meaningful region-based features (see Section 2.2.4), so we optionally conduct a pre-merging step to merge initial regions smaller than a certain threshold \(t_{th}\) pixels to one of its neighbor regions that yields the largest merging saliency according to Eq. (11). We also pre-merge a region if its size is smaller than a certain threshold \(t_{th}\) pixels and its average intensity from the membrane detection probability map of all its pixels is above a certain threshold \(t_p\).

To represent the hierarchy of region merging, we use a full binary tree structure \(T = (\mathcal{N}, \mathcal{E})\), which we call a merge tree. In a merge tree, node \(n_i^k \in \mathcal{N}\) represents a region \(r_i \in \mathcal{R}\) in the image, where \(d\) denotes the depth in the tree at which this node occurs. The leaf nodes represent the regions from the initial over-segmentation. A non-leaf node corresponds to a region that is formed by one or more merges; the root node corresponds to the whole image as one single region. An undirected edge \(e_{ij} \in \mathcal{E}\) between node \(n_i\) and its parent node \(n_j\) means region \(r_i\) is a subregion of region \(r_j\), and a local structure \((n_i^k, n_j^k, t_{id}, t_{ig}, t_{ic}, e_{ij}^k, \{e_{ij}^k, e_{ji}^k\})\) represents region \(r_j\) is the merging result of region \(r_i\) and \(r_j\). Fig. 3 shows a merge tree example with the corresponding initial segmentation shown in Fig. 3a. Fourteen initial regions (region 1–14) correspond to the leaf nodes in the merge tree (node 1–14). The non-leaf nodes are the merging result of their descendant regions. For example, region 15 is the merging result of region 4 and 10. The root node 27 corresponds to the whole image.

To construct a merge tree, we start with the initial regions \(R = \{r_1, r_2, \ldots, r_{n_0}\}\), the corresponding leaf nodes \(\mathcal{N} = \{n_1^0, n_2^0, \ldots, n_{n_0}^0\}\), and an empty tree \(\mathcal{E}\). First, we extract the set of all region pairs that are neighbors, \(P = \{(r_i, r_j) \in \mathcal{R} \times \mathcal{R} \mid i < j, r_j \in N_{\text{neig}}(r_i)\}\), where \(N_{\text{neig}}(r_i)\) denotes the neighbor region set of \(r_i\). Then we pick the region pair \((r_i, r_j)\) from \(P\) that yields the largest merging saliency function output as
\[
(r_{ri}, r_{rj}) = \arg \max_{(r_i, r_j) \in P} fs(r_i, r_j).
\] (12)

Let \(r_k\) be the merging result of \(r_i\) and \(r_j\). A node \(n_k\) corresponding to \(r_k\) is added as the parent of node \(n_i\) and \(n_j\) into \(\mathcal{N}\) and edges \(e_{ik}, e_{jk}\) are added to \(\mathcal{E}\). Meanwhile, we append \(\mathcal{R}\) with \(r_k\), remove any region pair related to \(r_i\) or \(r_j\) from \(P\), and add all the region pairs concerning \(r_k\) into \(P\). This process is repeated until there is no region pair left in \(P\), and \(T = (\mathcal{N}, \mathcal{E})\) is the merge tree.

2.2.4. Boundary classifier

In a merge tree, each non-leaf node and its children represent a potential region merging \([(n_i^k, n_j^k, t_{id}, t_{ig}, t_{ic}, e_{ij}^k, \{e_{ij}^k, e_{ji}^k\})\], the probability of which is needed for selecting the best segments. One possible solution is to use the merging saliency function output, which, however, relies only on the boundary cues, and cannot utilize the abundant information from the two merging regions. Instead, we train a boundary classifier to give such predictions by outputting the probability of region merging. The boundary classifier takes 88 non-local features computed from each pair of merging regions, including region geometry, image intensity, and texture statistics from both original EM images and membrane detection probability maps, and merging saliency information (see Appendix B for a summary of features). One advantage of our features over the local features commonly used by pixel classifiers (Laptev et al., 2012; Seyedhosseini et al., 2013) is that our features are extracted from regions instead of pixels and thus can be more informative. For instance, we use geometric features to incorporate region shape information for the classification procedure, which is not feasible for pixel classifiers.

To generate training labels that indicate whether the boundary between two regions exists or not, we utilize the ground truth segmentation of the training data. As shown in Fig. 2, when deciding whether region \(r_i\) and region \(r_j\) should merge to become region \(r_k\), we compute the adapted Rand errors (see Section 2.1.1) for both merging \(\varepsilon_{ij}\) and keeping split \(\varepsilon_{ij}\) against the ground truth. Either case with smaller error deviates less from the ground truth and should thus be adopted. Therefore, the training label is determined automatically as
\[
y = \begin{cases} +1 & \text{(boundary exists, not merge)} \quad \text{if } \varepsilon_{ij} \leq \varepsilon_k \\ -1 & \text{(boundary not exist, merge)} \quad \text{otherwise}. \end{cases}
\] (13)

The boundary classifier is not limited to a specific supervised classification model. We choose the random forest (Breiman, 2001) among various other classifiers because of its fast training and remarkable performance. Different weights are assigned to positive/negative samples to balance their contributions to the training process. The weights for positive sample \(w_{pos}\) and for negative samples \(w_{neg}\) are determined as
\[
w_{pos} = \begin{cases} N_{\text{neg}}/N_{\text{pos}} & \text{if } N_{\text{pos}} < N_{\text{neg}} \\ 1 & \text{otherwise}. \end{cases}
\] (14)
\[
w_{neg} = \begin{cases} N_{\text{pos}}/N_{\text{neg}} & \text{if } N_{\text{pos}} > N_{\text{neg}} \\ 1 & \text{otherwise}. \end{cases}
\] (15)

where \(N_{\text{pos}}\) and \(N_{\text{neg}}\) are the number of samples with positive and negative labels, respectively.

2.2.5. Automatic merge tree resolution

After creating the merge tree, the task of generating a final segmentation of the image becomes choosing a subset of nodes in the merge tree. The boundary classifier predicts the probability for each potential merge, based on which we define a local potential for each node that represents the likelihood that it is a correct segmentation. Considering (a) a region exists in the final segmentation because it neither splits into smaller regions nor merges into others and (b) each prediction the boundary classifier makes depends only on the local merge tree structure, we define the potential for a node \(n_i^k\) as
\[
p_i = p_{i1} \cdot p_{i2} = \min\{1 - p_{b_{i1}} - p_{b_{i2}}, 1 - p_{b_{i2}} - p_{b_{i1}}\},
\] (16)
where \(p_{i1}, p_{i2}\) is the probability that the child node \(n_{i1}^k\) and \(n_{i2}^k\) merge to node \(n_i^k\) and \(p_{b_{i1}}, p_{b_{i2}}\) is the probability that node \(n_i^k\) merges with its sibling \(n_i^{\delta_k}\) to the parent \(n_i^{\delta_1}\). Both of these probabilities come from the boundary classifier. As an example shown in Fig. 3, the potential of node 24 is \(p_{24} = p_{20,21} \cdot p_{23,24} \cdot (1 - p_{22,24} - p_{23,24})\). Since there are no children for a leaf node, its potential is computed as the square of 1 minus the probability that it merges with its sibling. Similarly, the potential of the root node is the square of the probability that its children merge.

Given the node potentials, we would like to choose a subset of nodes in the merge tree that have high potentials and preserve
the pixel consistency of the final segmentation. Pixel consistency requires that any pixel should have exactly one label in the final segmentation, either a background label or one of the foreground labels, each of which is assigned to a unique connected component. Consequently, if a node in the merge tree is chosen, all of its ancestors and descendents cannot be selected; if a node is not chosen, one of its ancestors or a set of its descendents must be selected. In other words, exactly one node should be selected on the path from every leaf node to the root node. Fig. 3 shows an example: the colored nodes are picked to form a consistent final segmentation in Fig. 3. The other nodes cannot be picked, because we cannot label any pixel more than once. For example, if node 4 (or 10) is also picked along with node 15, the pixels in region 4 (or 10) would be labeled as both 15 and 4 (or 10), which violates the pixel consistency by definition.

Under the pixel consistency constraint, we use a greedy optimization approach to resolve the merge tree. First, we pick the node with the highest potential in the merge tree. Then the ancestors and descendents of the picked node are removed as inconsistent choices. This procedure is repeated until every node in the merge tree is either picked or removed. The set of picked nodes form a consistent 2D segmentation.

2.2.6. Semi-automatic merge tree resolution

On each of the data sets we have applied the automatic intra-section segmentation method to, the improvement over optimally thresholding the automatic intra-section segmentation has been significant. Depending on the data set, however, the final segmentation may not be sufficiently accurate for the application. To overcome situations where the resulting accuracy for a given data set is insufficient, we also developed a method for allowing manual input in resolving the merge tree. The goal with this method is to minimize the time requirement of the manual input while still improving the accuracy of the final result.

Using the Visualization Toolkit (Schroeder et al., 2006), we present the user with an image of the original image overlaid with the proposed segmentation. The user will then be presented with an unresolved region with the highest node potential in the merge tree, and specify whether it is good, over-segmented (if the region is too small), under-segmented (if the region is too large), or poorly segmented (if the region contains portions of multiple regions, but no complete region). Fig. 4 shows what the interface (Fig. 4a) and each segmentation possibility (Figs. 4b–4e) look like.

If the region is specified as good, the region is labeled in the label image and the ancestors and descendents are removed from the merge tree as described previously. The next region presented to the user follows the greedy approach as described in Section 2.2.5. Ideally this will be the dominant answer and it will take minimal time for the user to resolve the tree.

If the region is instead specified as either under-segmented or over-segmented, the proper portions of the tree are removed and the next region is presented according to this pick. When it is over-segmented, the descendents are removed and the parent is presented as the next region; when it is under-segmented, the ancestors are removed and the highest potential child is presented as the next region. Doing this allows the user to immediately resolve each region which will require less time than having to revisit and re-examine the region. If the parent in the case of over-segmented or the children in the case of under-segmented have already been removed from the tree structure, then the assumption of the correct segmentation of this region being in the tree fails and the next node presented once again follows the same greedy approach as above.

Finally, if the region is specified as bad, this is an indication that the correct segmentation for this region is not present in the tree. The ancestors and descendents along with the region presented are all removed from the tree and the next region presented will again follow the greedy approach. This will lead to some regions of the image being left unresolved. To accommodate this scenario,
once all nodes in the tree have been visited or removed, the user is presented with the initial regions that are not yet part of a labeled region and allowed to manually combine these regions into the correct segmentations. Fig. 5 shows a flowchart illustrating the entire procedure of the semi-automatic merge tree resolution.

Our goal with this method is to be able to manually improve the segmentation quality while minimizing the time required by the user. By presenting the highest potential regions selected by the automatic method first, there will be many cases early on where the user can tell it is a good segmentation with a quick glance and it takes less than a second per cell to resolve. When the region is incorrect, having the user specify the type of segmentation results in removing many more possible regions while again limiting the amount of input required by the user.

2.3. Inter-section reconstruction

In order to reconstruct the wiring diagram of connections in a nervous system, we need not only the intra-section segmentation of each image slice, but also the inter-section reconstruction by grouping image pixels that belong to the same neurons together in 3D. We propose a fully automatic serial linking method that finds the spatial adjacency matrix for 2D segmentation regions across image slices. The output of our method is a label image stack, in which each reconstructed neuron is labeled uniquely. In other words, 2D regions that are on different sections but belong to the same neuron receive identical labels in the output.

Suppose we have a stack of \( N_s \) consecutive images and their 2D segmentations \( S = \{ s_z^i \mid z \in \mathbb{Z}, 1 \leq z \leq N_s \} \), where \( z \) indicates on which section a 2D region is and \( i \) distinguishes regions within the same section. First, we generate a set of candidate links \( L = \{(s_z^i, s_j^j) \in S \times S \mid z_i < z_j \} \) that are between pairs of 2D regions that are on different sections. We use two kinds of links: adjacent links and non-adjacent links. Adjacent links are between region pairs on two adjacent sections, with which we seek to serially connect sequences of 2D regions into 3D bodies. In real EM data sets, image blurring and corruption occasionally happen on individual sections, which could lead to errors in 2D segmentation using our method. While it may not affect the overall 2D accuracy by too much, the error could be significantly amplified if it accidentally breaks a 3D body in the middle. To avoid such interrupted neuron tracing, we use non-adjacent links to compensate for the occasional adjacent missing links. Here we consider non-adjacent links only between regions on every other section, because large inter-section shape variations due to high data anisotropy can make it difficult to reliably trace a neuron when skipping more sections. Moreover, we consider only pairs of regions whose orthogonal projections overlap or are within a certain centroid distance \( t_{cd} \). Then, we train a section classifier to predict whether each candidate link is true. Eventually, we threshold the section classifier predictions to eliminate undesirable candidates and incorporate the adjacent and non-adjacent links to generate the final label image stack.

2.3.1. Section classifier

For each candidate link \( (s_z^i, s_j^j) \), we train a section classifier with the ground truth data to give a prediction about its correctness. The section classifier takes 230 geometric features extracted from each region pair, including centroid distance, region sizes, overlapping, and other shape similarity information. We use the SIFT flow algorithm (Liu et al., 2011) to align consecutive sections and include features from both the aligned and non-aligned sections. A summary of features is provided in Appendix B.

To generate the training labels for the section classifier, we utilize the ground truth data, which gives the true 3D links between the ground truth 2D segmentation regions. Since our 2D
segmentation does not match the ground truth perfectly, each 2D segmentation region is matched to one ground truth region that shares the largest overlapping area. Then all the links between the ground truth regions that have at least one corresponding 2D segmentation region are regarded as the true links. All the other candidate links are considered as false links. Note that it is important to use the training 2D segmentation results instead of the ground truth 2D segmentations to generate the training link samples for the section classifier, because the training link samples using the training 2D segmentation results resemble better the testing data than those using the ground truth 2D segmentation and thus the section classifier can be better generalized for the testing samples.

We choose the random forest algorithm (Breiman, 2001) as the classifier. The training data can be very imbalanced, since there can be several candidate links from any given region but usually only one or two of them are true. Therefore, it is important to balance the training process by assigning different weights according to Eqs. (14) and (15). Two separate classifiers are trained for the adjacent and non-adjacent links, respectively.

2.3.2. Linking

We use the output probability for each candidate link as a weight and apply a thresholding strategy to preserve the most reliable links and remove all other candidates. We use a threshold $f_{\text{adj}}$ for adjacent links and a separate threshold $f_{\text{nadj}}$ for non-adjacent links. For a 2D segmentation region $s^z_i$, in the forward directions of $z$, we pick the adjacent links $(s^{z-1}_i, s^{z+1}_i)$ whose weights are above $f_{\text{adj}}$, and if there is no adjacent link picked for $s^z_i$, we pick the non-adjacent links $(s^{z-2}_i, s^{z+2}_i)$ whose weights are above $f_{\text{nadj}}$. Similarly, in the backward direction, the adjacent links $(s^{z-1}_i, s^{z+1}_i)$ with weights above $f_{\text{adj}}$ are picked, and if there are no such links for $s^z_i$, we pick the non-adjacent links $(s^{z-2}_i, s^{z+2}_i)$ with weights above $f_{\text{nadj}}$. Finally, we force one candidate adjacent link with the largest weight to be preserved for every region without any picked links, on the grounds that the

![Flowchart of the semi-automatic merge tree resolution procedure.](image)
3. Results

In this section, we validate our proposed methods using three data sets. For intra-section segmentation, we compare our automatic method with other state-of-the-art methods and also show the improvement using our semi-automatic method. For intersection reconstruction, we compare our automatic method with other state-of-the-art methods. We use the adapted Rand error as the evaluation metric, which is described in detail in Section 2.1. The implementation of our methods uses ITK (Yoo et al., 2002) and OpenCV\(^2\) library. Our random forest classifier implementation is a derivation from (Jainital, 2009). All our experiments were performed on a computational server with 80 2.4GHz Intel CPUs (160 cores with hyper-threading) and 750 GB of memory, and a maximum of 100 cores were used simultaneously.

3.1. Data sets

We used three data sets in the experiments.

3.1.1. Drosophila VNC data set

The Drosophila first instar larva ventral nerve cord (VNC) data set (Cardona et al., 2010, 2012) contains 60 512 x 512 images acquired using ssTEM at a resolution of 4 x 4 x 50nm/pixel. This data set was used in ISBI 2012 EM Challenge (Arganda-Carreras et al., 2012) with the ground truth 2D segmentation of 30 consecutive images as the training set and the other 30 consecutive images as the testing set. The 3D ground truth is also publicly available for the training set. For the 2D segmentation experiment, we trained our automatic algorithm with the 3D training images, tested on the 30 testing images and submitted our results to the ISBI 2012 EM Challenge server for evaluation. For the 3D reconstruction experiment, we divided the training set into three stacks with 10 consecutive images in each stack, and performed a three-fold cross validation: we used two stacks to train our intra- and intersection automatic algorithms, and used the other one stack for testing.

3.1.2. Mouse neuropil data set

The whole mouse neuropil data set (Deerinck et al., 2010) is a stack of 400 images of size 4096 x 4096 acquired using SBFSEM. The resolution is 10 x 10 x 50nm/pixel. A subset of 70 700 x 700 images was cropped and the 2D segmentation was annotated by an expert for performance evaluation. A subset of 14 images was randomly selected to train our automatic algorithms and the remaining 56 images were used for testing. We also had two non-expert subjects use our semi-automatic program for 2D segmentation. We did not evaluate our inter-section reconstruction algorithm using the data set due to the absence of the 3D ground truth.

3.1.3. Mouse cortex data set

Also known as the AC4 data set, the whole mouse cortex data set is a stack of 1850 images of 4096 x 4096 pixels acquired by ssSEM at a resolution of 3 x 3 x 30nm/pixel. The images were down-sampled by a factor of 2 in x-y and two subsets of 1024 x 1024 x 100 pixels were cropped and used in ISBI 2013 EM Challenge (Arganda-Carreras et al., 2013) as the training and testing set, respectively. The 2D and 3D ground truths of 100 images were provided for the training set. We used the membrane detection probability maps generated with the DNN (Ciresan et al., 2012) and trained our automatic intra-section segmentation and inter-section reconstruction algorithm using the training set, tested on the testing set, and submitted our results to the ISBI 2013 EM Challenge server for 3D adapted Rand error evaluation.

3.2. Intra-section segmentation experiments

In this section, we first tested our automatic 2D segmentation method with the Drosophila VNC data set and the mouse neuropil data set. We also show on the mouse neuropil data set the results of the semi-automatic procedure used by the two non-experts to compare with the automatic results.

3.2.1. Drosophila VNC data set

For the Drosophila VNC data set, we used both the membrane detection probability maps generated using the CHM\(^3\) (Seyedhosseini et al., 2013) and the DNN (Ciresan et al., 2012).

\(^2\) http://opencv.org.

\(^3\) A CHM implementation is at http://www.sci.utah.edu/~mseyyed/Mojtaba_Seyedhosseini/CHM.html.
with 30 training slices. The watershed local minimum dynamic threshold \( t_w \) is used as 0.03 and 0.01 for the CHM and the DNN probability maps, respectively. The precisions and recalls of the initial segmentations of training images are shown in Table 1. The high precisions and relatively low recalls indicate we ensured initial over-segmentation. For both data sets and probability maps, we applied the pre-merging with parameters \( t_1 = 50, t_2 = 200 \) and \( t_3 = 0.5 \). For the random forest used as our boundary classifier, we used \( \theta_1 = 255 \) trees with \( \theta_2 = 70 \) percent of all training samples randomly selected to train each tree, and at each decision tree node the square root of the number of features (\( \sqrt{\theta_3 - 1} = 9 \)) were examined for the most informative one to build a branching. It took approximately 2 minutes to finish the training and testing.

The testing results are shown in Table 2 along with the results of other state-of-the-art methods from various groups for comparison. All the results are also available on the ISBI 2012 EM Challenge online leader board (Arganda-Carreras et al., 2012), which currently still accepts submissions for evaluation after the challenge. Note that the challenge evaluation system thresholds the resulting images at 11 thresholds uniformly distributed from 0 to 1 and picks the best results. Therefore, the resulting images as probability maps were thresholded at the best thresholds, while other resulting images as hard segmentations, such as ours, yield identical results with different thresholds. The “human” entries were generated by two human observers.

According to Table 2, our approach outperforms other state-of-the-art methods by a large margin. We can see that applying our approach improves the adapted Rand error by over 4.8 percent for the CHM membrane detection probability maps (comparing Entry 3 and 8). Our approach also improves the DNN membrane detection results by over 2.4 percent (comparing Entry 2 and 5). Using either probability maps, our approach yields even smaller errors than a human observer (comparing Entry 2, 3, and 4). We claim, based on the results, that our approach can improve 2D segmentation accuracy from thresholding membrane probability maps with best thresholds independent of the membrane detection algorithms. Fig. 7 shows four example testing results of both pixel-wise membrane detections and our 2D segmentation approach. Our approach closes boundary gaps in the membrane detection, which may lead to under-segmentation errors. Our approach also removes some undesirable intra-cellular structures. Since our automatic result is already at the human level, we did not apply our semi-automatic approach to this data set.

### 3.2.2. Mouse neuropil data set

For the mouse neuropil data set, since the membrane detection results using the DNN (Ciresan et al., 2012) are not available, we experimented only with the probability maps generated by the CHM (Seyedhosseini et al., 2013). The membrane detection classifier was trained with 14 images that were randomly selected. We trained our algorithm with the same images and tested on the rest of the stack. We used \( t_w = 0.02 \) to threshold the watershed local minima, and the same parameters for the pre-merging \( (t_1 = 50, t_2 = 200 \) and \( t_3 = 0.5 \)) and the random forest (\( \theta_1 = 255, \theta_2 = 0.7 \) and \( \theta_3 = 9 \)) as the Drosophila VNC experiments. It took about 14 min to finish the experiment. Two non-expert users used our semi-automatic software to manually resolve the automatically generated merge trees and generated 2D segmentations. The adapted Rand errors of each approach on the training and testing set are shown in Table 3, in which we also compare our results with thresholding the membrane detection probability maps at the best threshold (Entry 1).

In general, the mouse neuropil data set is a more difficult data set, because of its larger variations of cell shapes and more complex intra-cellular structures. Our automatic approach again improves over the membrane detection probabilities significantly by over 7.3 percent. Moreover, the error can be largely reduced (5.3 percent and 8.3 percent) by the users with our semi-automatic approach. Based on these results, we argue that, with the help of our semi-automatic approach, even non-expert users with little training can segment the images very well by merely answering a reasonable number of automatically generated questions. We expect that the result can be even further improved by experts using our semi-automatic approach while saving a large amount of time. Fig. 8 shows four example testing images of our automatic approach compared with our semi-automatic results by User 2. Our semi-automatic approach can fix segmentation errors, such as under-segmentation due to massive boundary missing in pixel-wise membrane detection, with the intervention of even non-expert users without much training. These users required a mean time of 2.2 seconds per cell per section and a median time of 1.6 seconds per cell per section. This results in an approximate total resolution time of 5 hours for this 7 \( \times \) 7 \( \times \) 3.5 \( \mu \text{m} \) block.

### 3.3. Inter-section reconstruction experiments

In this section, we validate our automatic 3D reconstruction method with the Drosophila VNC data set and the mouse cortex data set.

#### 3.3.1. Drosophila VNC data set

Due to the absence of the ground truth data for the testing set used in the ISBI 2012 EM Challenge, we performed a three-fold cross validation experiment by dividing the Drosophila VNC training set into three substacks of 10 consecutive sections. Two substacks were
Fig. 7. Automatic intra-section segmentation testing results (four sections) on the Drosophila VNC data set. Rows: (a) original EM images, (b) DNN (Ciresan et al., 2012) membrane detection, (c) segmentation by our automatic approach using the DNN results, (d) CHM (Seyedhosseini et al., 2013) membrane detection, and (e) segmentation by our automatic approach using the CHM results. The resulting cell boundaries are dilated for visualization purposes. The red squares denote the missing boundaries fixed by our approach.

used for training and the other one substack was tested each time.

The membrane detection probability maps were generated using the CHM (Seyedhosseini et al., 2013) trained with the two training substacks. For the 2D automatic segmentation, we used $t_{w} = 0.02$ and the same other parameters ($t_{b1} = 50$, $t_{b2} = 200$ and $t_{p} = 0.5$) as in Section 3.2.1. For the 3D reconstruction, we used $t_{cd} = 50$ for the section classifier for adjacent links and $t_{cd} = 100$ for the section classifier for non-adjacent links. The section classifier random forest has the same specifications ($\theta_{1} = 255$, $\theta_{s} = 0.7$) as the boundary classifier except that the number of features examined at each tree node is $\theta_{f} = \lceil \sqrt{230} \rceil = 15$. We used $t_{adj} = 0.5$ to threshold the adjacent links, and a higher threshold $t_{nadj} = 0.95$ to threshold non-adjacent links in order to keep only the most reliable ones. The 2D segmentation and 3D reconstruction each took approximately 3 minutes.

Table 4 shows both the 2D and 3D results for each fold and the average.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Intra-section</th>
<th>Inter-section</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Testing</td>
</tr>
<tr>
<td>1</td>
<td>0.009613</td>
<td>0.04871</td>
</tr>
<tr>
<td>2</td>
<td>0.01161</td>
<td>0.06328</td>
</tr>
<tr>
<td>3</td>
<td>0.01174</td>
<td>0.03726</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.01099</td>
<td>0.04975</td>
</tr>
</tbody>
</table>

3.3.2. Mouse cortex data set

The mouse cortex data set is the standard data set used in the ISBI 2013 EM Challenge for 3D segmentation method.
Fig. 8. Automatic and semi-automatic intra-section segmentation testing results (four sections) on the mouse neuropil data set. Rows: (a) original EM images, (b) CHM (Seyedhosseini et al., 2013) membrane detection, (c) automatic segmentation results, (d) semi-automatic segmentation results by a non-expert user, and (e) ground truth images. The resulting cell boundaries are dilated for visualization purposes. The red rectangles denote the missing boundaries fixed by the automatic approach. The green rectangles denote the segmentation errors further corrected by the semi-automatic approach.

evaluation. The membrane detection probability maps from the DNN (Ciresan et al., 2012) were used as the input. We used $t_w = 0.01$ for the watershed initial segmentation generation, and $t_{c1} = 50, t_{c2} = 1000$ and $t_p = 0.5$ for the pre-merging. Also, we used the same parameters ($t_{cd} = 50$ for adjacent links and $t_{cd} = 100$ for non-adjacent links) for candidate link generation and the same random forest specifications ($\theta_1 = 255, \theta_2 = 0.7$ and $\theta_3 = 15$) as the Drosophila VNC experiment. The adjacent links were thresholded at $t_{adj} = 0.85$, and the non-adjacent links were thresholded at $t_{nadj} = 0.95$. The 2D segmentation took about 75 minutes, and the 3D reconstruction took about 126 min. In Table 5, we show our 3D adapted Rand error in comparison with other groups from the ISBI 2013 EM Challenge (Arganda-Carreras et al., 2013). Selected testing results of 3D neuron reconstruction are shown in Fig. 9.

<table>
<thead>
<tr>
<th>No.</th>
<th>Group</th>
<th>Adapted Rand error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Human</td>
<td>0.05998</td>
</tr>
<tr>
<td>2</td>
<td>Janelia Farm FlyEM (Nunez-Iglesias et al., 2013)</td>
<td>0.1250</td>
</tr>
<tr>
<td>3</td>
<td>Our approach</td>
<td><strong>0.1315</strong></td>
</tr>
<tr>
<td>4</td>
<td>Singapore ASTAR</td>
<td>0.1665</td>
</tr>
<tr>
<td>5</td>
<td>Harvard Rhoana (Kaynig et al., 2013)</td>
<td>0.1726</td>
</tr>
<tr>
<td>6</td>
<td>Brno University of Technology SPLab</td>
<td>0.4665</td>
</tr>
</tbody>
</table>

4. Discussion and conclusions

We developed a fully automatic two-step approach for neuron spatial structure segmentation and reconstruction using EM
images. We proposed a hierarchical 2D segmentation method with the merge tree structure and supervised classification that uses membrane probability maps as input. Next, we used a supervised linking method to acquire inter-section reconstruction of neurons. We also designed a semi-automatic 2D segmentation method that takes advantage of the automatic intermediate results and improves 2D segmentation with minimized user interaction.

According to the experimental results, our automatic merge tree approach improves the 2D neuron segmentation accuracy substantially over thresholding the membrane probability maps at the best thresholds. By using superpixels instead of pixels as the unit element, we are able to compute non-local region-based features, which give richer information about a segmentation. Also, the use of the merge tree structure presents the most plausible segmentation hypotheses in a more efficient way than using a general graph structure, and it transforms the problem of acquiring final segmentation from considering all possible region combinations to choosing a set of best answers from the most likely choices given. The way that the node potentials are evaluated incorporates both lower and higher merging level information, and thus the impact of single boundary classification error can be alleviated. Meanwhile, the nature of our method is suitable for parallelization without any modification, and with more careful implementation, the memory and time usage of applying our method can be even further reduced. As we can see so far, one major concern about using the automated algorithm based on the merge tree structure is its inability to fix incorrect region merging orders. According to the experimental results, however, we argue that boundary median probability is a robust merging saliency metric, which helps generate correct merging order for most cases. Also, with further improvement of membrane detection algorithms, we will have more consistent membrane probability maps as input, and the occurrence of incorrect merging orders that actually leads to incorrect segmentation will be further suppressed.

The semi-automatic 2D segmentation approach we proposed makes full use of the intermediate results from our automatic method and thus minimizes the interaction needed from users. By giving answers to a limited number of questions with fixed multiple choices, a user without expertise can achieve full 2D segmentation at an average speed of about 2 seconds per cell. Also, by allowing a user to override the fixed merge tree structure, we can fix the segmentation error due to occasional incorrect region merging order.

Considering only region pairs with overlap or within a certain centroid distance, the complexity of our automatic 3D reconstruction approach is linear to the number of 2D segmented regions. The non-adjacent linking option helps avoid the breakup of a 3D tracing due to occasional bad 2D segmentation. In the experiments, we often used high thresholds for link weights to avoid incorrect linkages, and we observed that our method tends to generate over-segmentation results with considerably high precision but relatively low recall. This indicates a major amount of reconstruction errors we encounter can be fixed by merging the reconstructed 3D body pieces, which can be achieved by user interaction or another automatic procedure, for which potentially more powerful volume features can be extracted and utilized. This could be a future direction for improving the overall 3D neuron reconstruction accuracy.
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Appendix A. Summary of parameters

The parameters used in our methods are summarized in Table A.6.

<table>
<thead>
<tr>
<th>Table A.6: Summary of parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial 2D segmentation (Section 2.2.2)</strong></td>
</tr>
<tr>
<td>( t_{ws} ): Watershed initial local minimum dynamic threshold.</td>
</tr>
<tr>
<td>( t_{ra} ): Min. region area threshold for pre-merging.</td>
</tr>
<tr>
<td>( t_{as} ): Min. average probability threshold for pre-merging.</td>
</tr>
<tr>
<td>( t_{rm} ): Max. region area threshold for pre-merging (used with ( t_{as} )).</td>
</tr>
<tr>
<td><strong>3D linking (Section 2.3)</strong></td>
</tr>
<tr>
<td>( t_{cd} ): Max. centroid distance threshold for candidate links.</td>
</tr>
<tr>
<td>( t_{dl} ): Adjacent link weight threshold.</td>
</tr>
<tr>
<td>( t_{nl} ): Non-adjacent link weight threshold.</td>
</tr>
<tr>
<td><strong>Random forest classifier (Section 2.2.4, 2.3.1)</strong></td>
</tr>
<tr>
<td>( \theta ): Number of trees.</td>
</tr>
<tr>
<td>( \theta_2 ): Portion of all samples used in training each decision tree.</td>
</tr>
<tr>
<td>( \theta_3 ): Number of features examined at each node.</td>
</tr>
</tbody>
</table>

Appendix B. Summary of classifier features

The categories of features used for boundary classification (Section 2.2.4) are summarized in Table B.7. For the texton features, \( 7 \times 7 \) patches are used and k-means clustering\(^4\) is used for learning the texture dictionary of 100 bins (words).

The section classifier (Section 2.3.1) feature categories are summarized in Table B.8.

\(^4\) We used a parallel \( k \)-means implementation from [http://users.eecs.northwestern.edu/~wkliao/Kmeans/](http://users.eecs.northwestern.edu/~wkliao/Kmeans/).
Table B.7
Summary of boundary classifier (Section 2.2.4) feature categories. Features are generated between a pair of merging regions within a section. In the table, “statistics” refers to minimum, maximum, mean, median, and standard deviation.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Region areas</th>
<th>Region perimeters</th>
<th>Region compactness</th>
<th>Boundary length</th>
<th>Boundary curvatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensity</td>
<td>(of original images and probability maps)</td>
<td>Boundary intensity histogram (10 bins)</td>
<td>Boundary intensity statistics</td>
<td>Region intensity statistics</td>
<td>Region texton histogram (100 bins)</td>
</tr>
</tbody>
</table>

Merging saliencies

Table B.8
Summary of section classifier (Section 2.3.1) feature categories. Features are generated between a pair of regions in different sections.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Region areas</th>
<th>Region perimeters</th>
<th>Region overlap</th>
<th>Region centroid distance</th>
<th>Region compactness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hu moment shape descriptors (Hu, 1962)</td>
<td>Shape convexity defects</td>
<td>Bounding boxes</td>
<td>Fitted ellipses and enclosing circles</td>
<td>Contour curvatures</td>
<td></td>
</tr>
</tbody>
</table>
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