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ABSTRACT

Data driven decision making has become the gold standard in science, industry, and public policy.
Yet data alone, as an imperfect and partial representation of reality, is often insufficient to make good
analysis decisions. Knowledge about the context of a dataset, its strengths and weaknesses, and its
applicability for certain tasks is essential. In this work, we present an interview study with analysts
from a wide range of domains and with varied expertise and experience inquiring about the role
of contextual knowledge. We provide insights into how data is insufficient in analysts workflows
and how they incorporate other sources of knowledge into their analysis. We also suggest design
opportunities to better and more robustly consider both, knowledge and data in analysis processes.

Keywords Data Visualization · Interview Study · Expert Knowledge

1 Introduction

On September 26, 1983, the Soviet Air Defense Forces’
computers reported five missiles heading towards the So-
viet Union from the United States, triggering a proto-
col that called for an immediate and compulsory nuclear
counter-attack. However, Stanislav Petrov, the officer on
duty, relied on his expert knowledge and determined that
the incoming strike warning was more likely a system mal-
function rather than a real attack. Petrov believed that if
the US were to strike first, it would be massive, rather than
just five missiles, as the data was suggesting. He made the
crucial decision to disregard the warning and not launch a
nuclear attack, despite having no data to confirm his inter-
pretation [1]. Later investigation revealed that the system
had indeed malfunctioned due to a rare alignment of the
detection satellite and the sun. Petrov’s knowledge and
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experience enabled him to recognize the possibility of a
false alarm and to interpret the data in the context of the
political situation. Had he solely relied on the warning
system, the consequences could have been catastrophic.

While not all data (mis)interpretations lead to world-
shattering consequences, data-driven decision-making has
become the gold standard in fields like public policy, sci-
ence, and industry, but also in making choices about our
everyday lives. However, data alone is not sufficient to
make good decisions. Data is an imperfect and partial
representation of reality [2, 3], it can be misleading [4],
hence acting solely based on data can be dangerous, as the
story about Stanislav Petrov illustrates. Expert knowledge,
on the other hand, can provide essential context for the
data and has a critical role in data analysis [5, 6]. Experts
know about relevant contexts based on their experience
and domain knowledge, familiarity with the subject, and
understanding of the data collection modalities.

Analysts that work with data often find themselves incor-
porating (their own or others’) expert knowledge into their
analysis, as illustrated in Fig 1. Expert knowledge provides
analysts with context and caveats about the data and as-
sures analysts of the soundness of their analysis. However,
there is yet much work in the visualization research com-
munity to explore the details of how expert knowledge is
integrated throughout an analyst’s workflow. In particular,



LIN ET AL.; HERE’S WHAT YOU NEED TO KNOW ABOUT MY DATA:
EXPLORING EXPERT KNOWLEDGE’S ROLE IN DATA ANALYSIS; 2023

Reality
Data

Expert
knowledge

Analysis

Insights

Figure 1: An overview of the role of expert knowledge in data analysis workflows. Data is an imprecise and incomplete
representation of reality. Expert knowledge helps with understanding the limitations of the data and may fill in the gaps
between data and reality. Data analysis should leverage both knowledge and data to arrive at robust insights.

we argue that current approaches to incorporating knowl-
edge are ad-hoc, hampered by inefficient communication
between stakeholders, and often not (sufficiently) docu-
mented; thereby leading to worse analysis results, lack
of reproducibility of analysis, and lack of reusability of a
dataset.

In this work, we share the result of an interview study with
14 domain experts and analysts from a broad range of fields
that investigates how they deal with data caveats in their
workflow, how expert knowledge from various sources fills
in the gap between data and reality, and how they currently
practice documenting and communicating data caveats and
knowledge in their work. Our primary contribution is an
analysis of participants’ current practices in capturing rele-
vant knowledge and where the current practices fall short.
We also contribute a discussion of design opportunities to
better support analysts in documenting data caveats and
expert knowledge in data analysis pipelines.

2 Data as a Tool

The typical reason why people collect data is to measure
and record a phenomenon in reality. In practice, data
is rarely a faithful and comprehensive representation of
reality [7]. One of our participants recognized this, stating
a variation on a common aphorism1 from statistics: “all
observations are bad, but some are useful” (P2). Since
data is not a perfect depiction of reality, the usefulness of a
particular dataset depends on how well it serves a task: we
consider data to be a tool, appropriate for some tasks but
not (as) useful for others. By analogy, a screwdriver can
be used to hammer a nail, but a hammer is more effective.
Like with any tool, knowledge about how and when to use
the tool, and knowledge about its limitations is essential.

We previously defined such knowledge as data
hunches [8]. Data hunches are the knowledge people
have about the mismatch between reality and data. We
refer to our previous work for a more detailed discussion
of data hunches and its theoretical foundations. While
some data hunches may be useful independent of an ap-

1All models are wrong, but some are useful—often attributed
to George Box.

plication context, typically data hunches are based on the
intended usage of data; they do not exist independently,
nor present with the data itself. To revisit the tool anal-
ogy: data hunches capture the knowledge on how to use
the screwdriver effectively; data hunches help analysts use
data, despite its imperfections, to serve their analysis needs.
We argue that understanding the context and limitations of
a dataset (i.e., knowing about the data hunches) is essential
in the data analysis process [9, 10]. In this work, we at-
tempt to understand how analysts develop, capture, utilize,
and communicate data hunches.

3 Related Work

We discuss previous visualization and HCI research that
explores the existing practices of data analysts and how
analysts document their data and analysis.

3.1 Practices of Data Workers

There is an abundance of research from the visualization
and HCI communities that provides insight into the current
practices of data workers and analysts [11, 12, 13, 14]. In
a review of prior studies on data science workers, Crisan et
al. synthesized the different processes performed by data
workers: preparation, analysis, deployment, and communi-
cation [15]. They found that although visualizations touch
all of the described processes, their actual use is quite lim-
ited. In order to investigate opportunities to better align
visualization tools to data workers’ practices, our inter-
views covered all these stages of analysis, with a focus on
preparation, analysis, and communication.

To better understand how analysts collaborate within their
teams, Zhang et al. surveyed 183 data workers in machine
learning and artificial intelligence and summarized their
workflows in general and tools used in their workflows in
particular [16]. The authors described the difference in pat-
terns of communication exhibited by different roles within
teams. Reflecting on the practices of analysts across dif-
ferent fields, our work also presents findings that the com-
munication direction patterns heavily depend on the role,
with an emphasis on the communication of domain expert
knowledge. Jung et al. presented an in-depth study into
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how domain experts work with data [17] and found that
they put more value on their data being actionable than the
data having abstract qualities, such as high precision. They
also discussed conversations with the data—procedures of
working with data directly to better understand it [18]—as
a critical part of the analysis process, similar to previous
works [5, 19]. Our study further explores different ways in
which analysts make sense of and communicate data that
come with caveats.

Prior work has also explored the meaning of caveats and
uncertainty to data workers and data professionals, specif-
ically with an eye on how uncertainty affects their analy-
sis. Skeels et al. conducted an interview study with pro-
fessionals from various domains and classified the types
of uncertainty that domain experts encounter [20]. They
reported that analysts used qualitative labels to describe
uncertainty, but the labels were rarely stored along with
the data. Boukhelifa et al. reported on the strategies that
domain professionals employ in order to deal with un-
certainty: understand, minimize, exploit, and ignore [21].
Hullman contributes to this research with more evidence
as to why visualization practitioners actively choose to
omit uncertainty in their visualizations, citing visualization
authors’ concern of overwhelming their audience with too
much information and uncertainty [22]. Our work further
explores how analysts view and communicate uncertainty:
it highly depends on the situation and context, analysts’
role within their team, and their perceived professional
responsibilities.

3.2 Methods of Documenting Data and Analysis

Annotations are a common way to document data and
analysis. They are often added to visualizations to pro-
vide context, highlight certain points or issues, or tell a
story about the data. There has been much research on
how to build tools to better support annotations. Kim
et al. reported that study participants in a laboratory set-
ting recorded patterns on statistical distributions using tex-
tual annotations and identified trends and anomalies using
graphical annotations [23]. Annotations can also help an-
alysts to revisit and reflect on their findings, or help with
contextualizing data [24]. Annotations appear in many
forms in data visualization: text [25, 26, 27], symbols [28],
sketches [29, 30, 31], or even audio recordings [32]. An-
notation systems have also served as important tools in
collaborative work. For instance, they can be used to
capture insights for other users to see or to continue the
analysis [33]. Sharing knowledge is another benefit that
annotations can bring into collaborative settings, as demon-
strated in McCurdy et al., where experts shared their tacit
knowledge with peers working on the same data [25]. An-
notations can facilitate knowledge building and start con-
versations, similar to online communities [34, 28]. Our
work explores the practices of externalizing context about
the analysis with their existing tools.

Lab notebooks and field records are often used by analysts
when conducting experiments and collecting data. These

documents provide details on the process for subsequent
analyses and better understanding of the condition, quality,
and caveats about the data [35]. Many lab notebooks have
been transitioned into digital versions [36, 37] with rich
content like visualizations [38]. Even though maintaining
lab notebooks is a standard practice in science communi-
ties, physical notebooks can be lost, and digital ones often
lack flexibility [39]. Computational notebooks, such as
Jupyter Notebooks [40] and R Markdown [41, 42] are often
discussed as a remedy for the issues we discuss here: they
can be used to describe datasets and analysis steps, contain
visualizations, and also contain executable code that (in
theory [43]) ensures reproducibility of analysis. Due to
these advantages, significant research has been devoted
to understanding how analysts use computational note-
books [44, 45, 46] and to improve them [47, 48, 49, 50].

Notes and records, in turn, often are transferred into
method sections in publications and reports, where readers
can find details about the data and analysis steps, help-
ing them judge the validity and reproducibility of the
study [51, 52]. Method sections, however, are often space-
limited, and details are omitted or favor describing the main
results of the publication. Additionally, detailed methods
sections are the purview of scientific work.

Metadata is another medium to communicate the structure
and information about the data. Metadata ensures the
meaningfulness of the data [53, 54] and provides critical
information about the data [9]. Burns et al. compared
differences in data visualizations shown with and without
metadata and demonstrated that metadata imbues more
trust and persuasiveness of the visualization [55]. In our
interviews, we explored how the participants utilize these
established mediums to record caveats about their data.

4 Methods

Our interview study is inspired by our previous work on
data hunches [8]. In that paper, we conceptualized ana-
lysts’ knowledge about how data partially represents the
phenomenon of interest and proposed techniques to record
data hunches. We drew inspiration from our collaboration
with domain experts and what we observed regarding the
role of domain knowledge when they were using visual-
izations. In this study, we wanted to better understand the
role of expert knowledge in data analysis. To this end, we
recruited a mix of analysts from academia and industry,
to elucidate how domain experts and analysts apply data
hunches in their own workflows.

4.1 Participant Recruitment

For our study, we sought participants conducting data anal-
ysis, i.e., those who actively use data to draw conclusions
or inform decisions, as part of their work. All our par-
ticipants are professional data analysts with degrees in
their domain, or fields such as mathematics and statistics.
Notably, none have formal training in computer science.

3



LIN ET AL.; HERE’S WHAT YOU NEED TO KNOW ABOUT MY DATA:
EXPLORING EXPERT KNOWLEDGE’S ROLE IN DATA ANALYSIS; 2023

Field Title Specialty Experience (Y) Typical Deliverable

P1 Psychiatry Professor Suicide and Autism 10+ Research Manuscript
P2 Atmospheric Sciences Professor Snowfall Prediction 30+ Research Manuscript
P3 Psychiatry Professor Genealogy and Suicide 30+ Research Manuscript
P4 Atmospheric Sciences Post-Doc Rainfall Prediction 5 Research Manuscript
P5 Civil Engineering Engineer Disaster Prevention Models 4 Model Report, Recommendation
P6 Chemical Engineering Professor Air Quality 20+ Project Dashboard
P7 Government Strategy Manager Housing and Eviction Program 10 Policy Recommendation
P8 Atmospheric Sciences Science Officer Weather Forecasting 10 Forecasts
P9 Environmental Economics Consultant Consulting for Legal Purposes 5 Reports
P10 Government Politician Public Health Legislation 14 Policy
P11 Government Data Analyst Human Services 5 Dashboards, Reports
P12 Education Specialist CS Education 20 Policy Reports, Resource Allocation
P13 Government Specialist Public Defense Policy Analysis 10+ Reports, Recommendations
P14 Epidemiology Program Manager Infectious Disease Surveillance 4 Dashboards, Healthcare Reports

Table 1: Overview of the characteristics of the 14 participants across different fields in academia and industry.

Most participants have extensive domain knowledge based
on their training (academics in the sciences, engineers),
and all have considerable experience in their domain. We
recruited analysts through personal connections and used
snowball sampling to identify additional participants. We
recruited by e-mail; in our initial message, we disclosed
that we were conducting interviews with analysts who
work and collaborate on messy data, without any addi-
tional information about the interview topics or questions.
The participants (4 men, 10 women) have a range of expe-
rience (4 to 30+ years) and work in a variety of fields such
as civil engineering, legal services, atmosphere science,
psychiatry, and policy-making (see Table 1 for details on
the participants).

The interview protocol was submitted to the University
of Utah IRB and deemed exempt from review. The par-
ticipants gave informed consent to be in the study and to
be audio-recorded before the interview. Participants were
not compensated. We also discussed our anonymization
protocol with participants, stating that their name or their
organization’s name would not appear in the publication.
Ensuring anonymity helped us elicit unfiltered opinions
on data—which was particularly important for participants
in the public sector, since they did not wish to publicly
speak for the organization they work for. We prioritized
in-person interviews because they are more conversational,
can help develop rapport, and may provide us with richer
responses [56, 57]. Hence, 13 out of 14 participants are
based in Utah.

4.2 Interviews

The goal of our interviews was to study if analysts use ex-
pert knowledge in their workflows, and if so, how. We con-
ducted two pre-pilot interviews with lab members to test
the interview script draft and solicit feedback on the proce-
dure and structure. We then conducted two pilot interviews
with collaborators who met the inclusion criteria, to test
the outcome and modality of the adjusted script and struc-
ture. We then conducted 14 semi-structured interviews, 12
in-person and 2 remote. We scheduled interviews as the
project progressed and decided to stop recruiting new par-
ticipants when we reached saturation, noticing that no new
topics were brought up. The interviews were conducted

by authors Lin and Lisnic using a two-to-one interview ap-
proach [58]. Lin asked the prepared questions and guided
the conversation, while Lisnic observed the conversation,
took notes, and followed up with additional questions. We
used a two-to-one approach because we previously found
it helpful in ensuring that interviews remained on track,
while also lessening the burden of note-taking on the pri-
mary interviewer [59].

The interviews were scheduled for an hour and divided into
three parts, warm-up, current work practices related to the
role of knowledge in interviewees’ data analysis, and feed-
back on a technology probe. In the warm-up, which lasted
about 15 minutes, we first asked participants about their
demographics and experiences, followed by a short activity
where they were asked to write down titles of data-driven
projects that they had worked on. The short activity was
intended to help participants reflect on their past projects
and to ensure that they had a list of possible topics to refer
to throughout the interview. We then asked participants
to pick an example and give a high-level walk-through of
their entire analysis process. The warm-up helped us famil-
iarize ourselves with their domain and analysis flow, from
obtaining the data, through processing and analysis, and
to decisions and interpretations eventually made. It also
helped us establish a good rapport to have a conversational
and productive interview.

We then transitioned to the current work practices section,
which lasted about 35 minutes and was the main part of the
interview. We asked three questions: (1) Can you pick out
an example, where the data just “did not look right” to you
or to your colleagues? (2) What could be the reason for it?
(3) What did you do about it? All participants were able
to recollect a past experience to answer these questions.
We followed up with additional questions, such as how
they dealt with situations themselves and within their team
and how data caveats affected their analysis deliverables.
This part of the interview provided us with rich responses
on how diverse problems surface in data analysis and the
different approaches participants take to mitigating these
problems.

Finally, we transitioned to feedback on a technology probe,
where we presented our previous work on recording and
communicating data hunches [8] through a prepared slide
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deck (available in supplementary materials). After the pre-
sentation, we asked whether participants were currently
recording data hunches in their workflow, and how the
participants might see the usage of these or similar tech-
niques in their work if there were no technological limi-
tations. The final segment of the interview helped us un-
derstand how to better support documenting data hunches,
and served as a springboard to talk about tools and tech-
nological interventions the visualization community could
develop to better serve analysts when working with data
with caveats. We include the interview script in our sup-
plementary materials.

4.3 Analysis

We used Otter.ai to transcribe the audio recordings of
the interviews, followed by a manual quality check. We
employed an inductive analysis approach to analyze the
interview transcripts [60]. Three authors (Lin, Lisnic, Lex)
read, annotated, and labeled all interviews independently,
and then met to discuss them. On average, it took an hour
to read and annotate a transcript and another hour to discuss
the interview. We paid close attention to statements that
provided new or surprising perspectives, especially on how
participants dealt with or communicated data hunches in
their own workflow. Lin took notes and organized the notes
and interview snippets into themes on a virtual whiteboard
(available in supplementary materials) during and after
each analysis session. Following the initial analysis, we
went through the identified themes from the first round of
analysis and categorized them into groups that we present
in Section 5. For readability, we tidied up reported quotes
by correcting grammar and removing filler words (like,
yeah, etc.). We include a table of the original, unedited
versions in our supplementary materials.

5 Findings

We categorize our findings into four themes: the relation-
ship between data and reality, how knowledge fills the gap
between data and reality, current practices in dealing with
imperfect data, and interventions for better communicating
data hunches in analysis workflows. These themes cover
the full workflow of an analyst, from data collection and
cleaning, to analysis and interpretation, and to finally de-
livering the analysis outcomes. We highlight key insights
using a yellow box.

5.1 The Relationship of Data and Reality

Data is shaped by socio-technical contexts. Understand-
ing that context is critical for the analysis.

Data is not able to perfectly or completely represent the
world [61, 62, 63], and all of our participants were acutely
aware of the gaps between their data and the phenomena
they were analyzing. Several of our participants described
how socio-technical contexts—infrastructures, cultures,

relationships, human behavior—shaped what information
their data contained, and what it was missing.

For example, P12, an education specialist, routinely ana-
lyzes student engagement with computer science in a local
K-12 (primary and secondary education) school system.
The elementary schools within this system do not have set
courses for computer science, and thus there is no concrete
way to track how much time a student is exposed to com-
puter science material. Instead, teachers must self-report
data on student engagement with technology. The pressure
to meet requirements can induce over-reporting:

P12: Some people feel like when they’re self report-
ing data, they don’t want to have a zero. So then
they say, well, [students] really got extra computer
science in their science class; or however they want
to justify it.

In another interview, P7 described the ways that the US
legal system dictated what data could and could not be col-
lected about families affected by eviction court cases. P7
was studying how much the COVID-19 pandemic affected
the local eviction rate, and if her agency could provide
more support for people. She described how it was impos-
sible to know the actual number of people evicted due to
the court not recording data about minors. P7 lamented
that she was not able to have a good estimate or overall
picture of the eviction issue:

P7: Many of these cases are going to be families
with children. And we have no idea how many kids
there are. So think of this number as the low end.

Participants also work with data collected by equipment
such as sensors (P6), satellites (P2, P8), and laser imagery
(P5), however, they consistently noted that even sensor data
is shaped by its context. For example, P6 installed sensors
in various locations to collect air quality data for a real-time
air quality dashboard, and she noted various environmental
causes that impact the sensor measurements:

P6: So is it somebody smoking under the sensor?
[...] Or is there a barbecue going on? Is there a fire?
Or is it a malfunctioning sensor? Or did bugs [...]
move into the sensors [...]? Those are just some of
the issues that we deal with.

Data is frequently repurposed, but repurposing is fraught
and requires knowledge about the context of the dataset.

Across interviews, we heard stories about how data is filled
with caveats, shaped by the contexts in which they were
constructed. Nevertheless, participants, fully aware that
data is shaped by context, often repurposed data to suit
their analysis needs.

One of our participants (P4) used data collected by a for-
eign institute which used the data to study rainfall. P4,
on the other hand, used the data to study snowfall models.
However, as he was digging into the data, he failed to get
meaningful results and finally realized that the data was
not processed in the way that he expected.
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P4: So this is an auxiliary artifact of us trying to use
the data for more than its original purpose.

Participants P1 and P3, who study suicide risks among
certain populations, were using data labeled with ICD
codes, collected in a clinical context, as proxies for patient
diagnoses in their research. ICD codes were originally
recorded for billing purposes, which results in instances
where certain diagnoses may not represent the underlying
truth.

P3: This is one reason to make sure that [...] your
team include[s] some clinical folks who can tell you
[...], “This is a billing code guys, remember, it’s a
billing code. This is how they can charge money for
it. Or this is how they can access a certain class of
drugs to treat a person. And so it’s imperfect.”

Although P1 and P3 repurposed the data to suit their analy-
sis, they stressed the importance of working with someone
familiar with the data’s original purpose. In this instance,
P1 and P3 valued the input from clinicians with direct
knowledge about the caveats on the billing codes. Even
though the teams were aware that the data is an imperfect
representation of patients’ diagnoses, it was the best data
they could get. The trade-off between accessibility and
quality is often an issue that our participants face.

The perfect dataset for a particular analysis project is often
unobtainable or does not exist, which leads participants
to seek datasets that are good enough, though filled with
their own caveats. Participants employ different methods
of working with caveats to fulfill their analysis. In the
instance of snowfall modeling, knowledge about the way
in which the data was processed allowed the analyst to use
the data; yet this knowledge was not readily available. In
the instance of working with patient data categorized with
ICD codes, the analysts sought confirmation and aid from
clinicians who understood the codes more expertly.

Participants know their data is imperfect.

In our interviews, we carefully posed our questions to
avoid using the term uncertainty. Out of our 14 partici-
pants, only 2 participants (P2, P8), both working in weather
forecasting, brought up uncertainty to describe the issues
they faced with their data. Even though many data caveats
that participants described could be labeled as qualitative
or quantitative uncertainty, participants did not use these
terms. We suspect that participants’ expectation of data
being imperfect and messy could be one reason for this:

P9: It’s never perfect. I’m not convinced I’ll ever
find a data source that’s like 100% perfect. I at least
haven’t yet.

Cleaning, sanity checking, and making sense of the data
are part of participants’ routine workflow. Furthermore, all
participants responded to our questions about messy data
by expressing views that their data was never perfect for
their purposes.

P1: We’ve run into issues where the data didn’t look
right. [...] We always do data sanity checks, [they]
are incredibly important.

We found that many participants were well-versed with the
caveats that come with the data and brought in external
expert knowledge in the analysis.

P7: But one thing I realized, as I started looking
at this data is that the court doesn’t do anything to
clean [their data]. [...] I really needed subject matter
knowledge [to process the data].

One participant expressed great faith in data in the abstract
sense, but then quickly acknowledged that her data does
have issues:

P12: Numbers don’t lie. Well, sometimes they did in
my [use] case, but really, numbers don’t lie.

Summary Our participants regularly use data that is
a limited and partial representation of reality. The data
is shaped by socio-technical contexts and is accepted as
imperfect. Many participants repurpose datasets to fill their
analysis needs but do so with attention to detail and the
original contexts in which the data originates. Failing to
account for these nuances has caused issues for participants
before. Across participants, there is a sustained sentiment
that data is simply an imperfect tool for the analyses that
they are trying to do, rather than a representation of reality
that is marked by uncertainty.

5.2 Knowledge Fills the Gap Between Data and
Reality

The primary way that participants try to fill the gaps be-
tween the available data and reality is by applying domain
expertise or contextual knowledge about the data. This
knowledge can come from the analyst’s own prior expe-
riences or familiarity with the data. Our participants also
often solicit input from domain experts, more senior and
experienced colleagues, or from individuals who can pro-
vide crucial context, such as those in local communities. In
this section, we describe insights that pertain to applying
knowledge external to the data in an attempt to paint a
more accurate picture of reality.

Diverse expertise is crucial for the appropriate interpre-
tation of data.

Soliciting the help of subject matter experts can uncover
important caveats in the data that improve the analysis. The
workflow of P9, a consulting analyst, provides an example
of utilizing domain expert knowledge in analysis. P9 typi-
cally works in teams that hire external experts, depending
on the subject matter. In one instance, her team was tasked
with calculating the monetary value of forests throughout
time, and an academic expert with extensive knowledge of
the history of land in this specific area joined their team of
consulting analysts:

P9: We came up with a certain value for forestry in
that time period. And [the land expert] said, “Wait
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a second, there was this huge fire for multiple years
in this area. You can’t be attributing X dollars when
there was no forestry activity happening because of
this fire.”

This caveat was not known to P9, nor had it been docu-
mented in the data and resources available to her. Aware-
ness of this single caveat in the data opened the door to
investigating and uncovering more — the team researched
other fire incidents in the area and adjusted the calculations
accordingly.

Similarly, P7, an analyst for a local government agency,
studied eviction case data during the pandemic and worked
closely with colleagues who have more domain expertise.
She discussed regularly presenting her dashboard to the
group consisting of people from the city government and
local non-profit organizations to ensure that her interpreta-
tions were reasonable:

P7: I presented it and said, “I’m not a subject matter
expert in evictions. Tell me what you see.”

Important input may come not only from subject matter
experts, but also from more senior colleagues who either
have more experience working with a specific dataset or
simply can lend another pair of eyes. P13, who also works
for a regional government, describes her experience of
being the only data analyst in her office as being in a
skill set “silo.” Because of this, she often utilizes her
connections to analysts in other departments and reaches
out to double-check her analysis results:

P13: I’ll frequently do gut checks, like, “Hey, my
analysis says this. Does that make sense to you?”
[...] Without that I would be putting out a lot of very
poor information.

Expertise is not limited to academic or professional cre-
dentials, but rather encompasses situated and lived expe-
riences.

Participants often seek the knowledge of individuals with
situated or lived experience about the data. This includes
individuals who reside in proximity to the reality that the
data describes, for example, people who live close to a river
that is being measured; or those whose lived experience is
part of what is being analyzed, such as employees whose
work output is reported on a dashboard. Their proximity
to the data provides additional expertise that is important
to the analysis.

For example, P5, a civil engineer, used data on the depths
of riverbeds to develop a disaster mitigation model. The
data was originally collected using LiDAR (a method of
mapping the terrain with lasers) but it suffered from inac-
curacies. The laser could be reflected by the water, hence
not capturing the bottom of the river accurately. To remedy
this, the team had to solicit the help of a local partner:

P5: We have a local partner who says, “The channel
is 20 feet deep.” But our LiDAR is showing that this
is 15 feet deep. We’ll say, “Okay, we know it should
probably be 5 more feet.”

Similarly, P6, a chemical engineer, deployed air quality
sensors in various communities and regularly monitored
air quality through a central dashboard. In times of anoma-
lous air quality readings, she would first email the local
community to check for any special events that might have
impacted the readings, such as controlled fires set off as
part of forest management, before concluding that a sensor
is faulty and may need replacement:

P6: We’ll notice the levels are high and we’ll be like,
“Hey, is anything going on?” And they’re like, “Yes,
there’s a controlled burn over here.”

Expertise that is important for a holistic understanding
of data can also come from the lived experiences of the
subjects of analysis. P11, an analyst in human services,
discussed an example where input from workers about their
working-hours data led to starkly opposite interpretations:

P11: A lot of staff were telling supervisors, “We are
being overworked, we have way more demand than
usual, we are putting in a lot more hours.” [The
supervisors] looked at the numbers and said, “Well,
your numbers looked exactly the same as the past
few months.” And they ended up finding that [... the
staff] were so busy that they were not entering their
data.

Expert knowledge serves not to override data, but rather
augment it for the purposes of decision-making.

Several participants brought up the fact that the main goal
of adding expert knowledge to their analysis is not to
achieve precise value estimates, but rather to find more
accurate actionable recommendations. For example, P9
described her approach as “not striving for perfection, but
for the most reasonable.” When she was working with
the land history expert, she would double-check the land
value coming out of her analysis with the expert to verify
her method’s soundness and make sure that the result was
within a reasonable range:

P9: [The expert] would look at the numbers we came
up with, and [see if] they seemed reasonable to him.
It’s all about ballparks, right? We were not arguing
about individual dollars, it was like, “Is this in the
realm of the right number of millions of dollars that
we’d be expecting?”

Participants also underscored the fact that they and their
audiences typically understand that data is an estimate
and not a perfect representation of reality. For instance,
P7 discussed that data precision is less of a priority than
finding actionable directions of work.

P7: You can give feedback, redirect, pivot, before
you waste too much time making it perfect [...] I’m
working with a reasonably sophisticated audience.
People want data, they know that it’s imperfect. Peo-
ple expect me to follow up with, “Here’s what we’re
not sure about.” Or, “Here’s what we haven’t double-
checked yet.” And so they know to take it with a bit
of caution.
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The challenge of making mental adjustments to data under
practical time constraints is amplified in rapidly developing
high-stakes scenarios, as illustrated by our introductory ex-
ample about the threat of nuclear war. In another instance,
P8, who works in weather forecasting, discussed the role of
expert knowledge in using radar data to rapidly distinguish
between hail, a mostly harmless event, and debris lifted by
a potentially destructive tornado:

P8: Being able to identify when it’s the real thing
and when it’s not is really important. [...] Putting out
a tornado warning and alerting people [of a] dam-
aging tornado coming is a really important decision
to make and you’re making it under time pressure
[...] You have to be able to quickly discern almost on
the fly with just what you know about how the storm
should work.

This example also shows that balancing the need for (men-
tally) correcting data with the risk of disregarding evidence
of legitimate signals requires careful consideration on the
part of analysts. Expertise is especially important when
distinguishing between unusual data values that stem from
anomalies and those that reflect rare but important events.

Since it is possible that the data provides a useful signal,
our participants often do not overwrite or discard it. In-
stead, expert knowledge is typically embedded at the level
of the final recommendation or interpretation. P2, an at-
mospheric scientist, expressed hesitation about discarding
zero wind speed readings on a mountaintop, as it is rare
but still possible for such a reading to occur naturally. He
discussed how, although expertise is essential to adjust
the interpretation of the numbers, the final interpretation
cannot stray too far from the data:

P2: We know we don’t deal with the truth. We also try
to make sure that conclusions are in line with what
we’ve done, and that we’re not stretching those too
much. But that decision—that’s a human decision.
It’s imperfect. [...] When you submit the paper, then
the reviewers will also look at it from that standpoint,

“Does what they did make sense?”

Summary Our participants rely on expert knowledge to
fill in the gap between data and reality when analyzing their
data. This knowledge may come from domain expertise,
professional experience, and proximity and familiarity with
the data. The goal of analyses is to produce actionable
outcomes, as opposed to precise numbers.

5.3 Current Practices for Dealing with Imperfect
Data

As discussed, participants make various explicit and im-
plicit adjustments in an attempt to compensate for data
imperfections. These adjustments are recorded and com-
municated to a different extent and using different medi-
ums by our participants. They tend to use tools that are
readily available to them and have varied personal prefer-
ences on how much they record. Most of our participants
do not directly act on the data they analyze themselves,

but rather communicate the data and their insights to an
audience. These audiences vary widely, ranging from peer
analysts, managers, policymakers, the scientific commu-
nity in a field, to the general public. We observed that the
methods and extent of how data imperfection and caveats
are communicated vary more based on the audience and
their expectations than based on the extent or type of data
issues.

5.3.1 Recording Data Hunches

Participants often do not document their analysis deci-
sions and the ways in which they adjust data. Written
records are often incidental (e.g., e-mail) and not acces-
sible to others.

The majority of participants do not document their analysis
process at all. These participants’ analyses are often ad-
hoc: they analyze the data as required in the workflow.
Few participants keep detailed records about data caveats
and knowledge that is relevant to the analysis. Rather, the
most common form of a permanent record is incidentally
recorded conversations, such as e-mails or chat histories.
However, these communication logs are only accessible
internally and require knowledge about what to look for.

P7: I would guess that, my inbox ends up becoming
a form of my notes, or we use WebEx chat. [...] But
it’s not documented in any sort of like, institutional
knowledge transfer way, which is bad.

Participants often use email and chat apps, in which they
post text (P1, P9, P13) and screenshots of visualizations
(P5, P6, P7, P13), to elicit feedback from peers or domain
experts. In return, the outcome of these communications
becomes analysts’ temporary documentation. Many par-
ticipants identified the issue of lack of long-term docu-
mentation, but found it hard to properly track knowledge
input in their existing workflow due to resource or techni-
cal limitations. Particularly, a lack of support in tools is
cited frequently as preventing properly documenting qual-
itative knowledge. One analyst (P11) described tracking
caveats in cells next to the affected items in Excel, while
another expressed hesitation about doing that because it
might affect down-stream analysis tools:

P13: Even just how to leave a better breadcrumb
trail from Excel is something I’m not great at. Prob-
ably messing up my pretty sheet, you know?

Only one analyst (P8), who is part of a national weather
forecast organization, uses an in-house tool with the capa-
bility for annotations built in to record any caveats in the
weather forecast for shift handoff.

Participants are generally aware that their lack of record-
ing hunches is problematic, and have encountered prob-
lems caused by it.

Instead of explicitly documenting caveats in her workflow,
P13 makes mental notes. She also stated, however, that the
lack of recording becomes problematic when new mem-
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bers join or leave the analysis team or when the project
hibernates. When an intern joined the department tem-
porarily, she verbally communicated to the intern how to
treat the data because of all the data caveats, such as “you
can ignore that data from X, because I know they’re wrong
for various reasons”. This knowledge exchange happened
ad-hoc, and P13 was unsure whether she covered all the
data caveats exhaustively. She also stated that such a lack
of documentation has led to wasted effort before:

P13: I probably made some mistakes by re-analyzing
data that I had forgotten I’d already sifted out.

P4 also faced an issue related to a lack of documented data
hunches, already described previously. He downloaded
atmospheric data from a foreign institute, but the data did
not seem to make sense. He brought questions about this
data issue to the foreign scientist, who stated that they had
processed the data, but had not documented the processing
steps. Because of the lack of proper recording of data
caveats, P4 spent extra time and effort trying to make sense
of the data. Additionally, he informed his peers about the
data caveats through social media, yet the data hunch is
still not officially documented with the dataset source.

External pressures, such as strong community expecta-
tions or formal requirements lead to documentation of
the data analysis process and data hunches.

We found that scientists and engineers are more likely to
document their processes and data hunches. For example,
P2 reported taking “abundant field notes” of the measuring
equipment condition and weather context for weather data
collection and then documenting the relevant aspects in a
methods section in a research paper.

P2: It’s very important, when you start analyzing
field data, to have really good metadata, describing
what was going on exactly where the system was,
what the operating parameters are. [...] We tend to
keep lots of notes, so we can go through and make
sure that what [...] we think we’re seeing in the data
[is what] we’re seeing.

P5 prepares an appendix for his reports on flood disaster
models, documenting uncertainty and other assumptions.
This report with the appendix goes through a strict, multi-
stage review process:

P5: It’s reviewed by somebody within our district,
and then it goes through an agency technical review
[...] by somebody outside of the district. So there are
a lot of quality checks that happen to make sure that
[everything is] accounted for.

P14, the epidemiologist, uses metadata sheets to capture
caveats in their analysis to make sure they have proper
data context for the analysis down the pipeline, although
she states that improving their internal documentation is a
strategic goal.

Summary Participants sometimes but not always record
data caveats and knowledge exchanges. Recordings are of-

ten not systematic and rely on incidental records in chat or
email applications. The recording is situational, dependent
on the profession and habit of the analyst. Engineers and
researchers are more likely to document detailed caveats
and analysis processes, whereas other participants keep
more ad-hoc records for their analysis.

5.3.2 Communicating During the Analysis Process

Generic communication tools like email and chat appli-
cations are the most common way to communicate data
caveats during the analysis.

Communication is critical when there is a mix of exper-
tise on a team working on the same project. We found
that, in addition to synchronous meetings, email exchange
is the main communication tool that participants use to
elicit domain knowledge and feedback from the experts.
However, they described being frustrated when dealing
with text and screenshots. Data caveats that participants
deal with can be complex, and participants find text to
be inadequate for effective communication. Sometimes,
important data caveats were buried in long emails (P9),
in other cases, emails were not exhaustive enough to de-
scribe the issue (P1, P9, P13). P9 described an unpleasant
experience where the data provider did not clearly commu-
nicate the assumptions that went into the data collection
in their email exchange, and that the analyst in charge of
interfacing with the provider was new to the job. This mix-
ture of inexperience and ineffective communication led to
a wrong analysis, undermining a high-stakes legal case.
The common issue is the ineffectiveness of conveying data
caveats through words.

P13: In general, I email people and I feel like a lot
is lost in translation in the emails.

Participants use screenshots or screenshares of visualiza-
tions to communicate about data and data caveats, but do
not use annotation features of their visualization tools.

Our participants commonly stated that visualizations are
essential in their analysis and communication process, ei-
ther in person or over virtual meetings.

P9: My preferred approach is to get on a Zoom call
and share my screen or have them share their screen
[..] which is much more efficient than a phone call
or an email.

Even though participants would draw and annotate on
visualizations during these meetings, the drawings are not
archived, hence the knowledge exchange is not preserved.
Alternatively, participants use screenshots in chat, e-mail,
or PowerPoint which they may or may not annotate. We
found no instances of annotations happening directly in a
visual analytic tool that participants use.

P1: I’m not sophisticated enough to have some pro-
gram where [...] I guess I could, but I would do it in
such a clunky way. I’d like to put it into PowerPoint
[...], but instead, I would just send them the figure
and say, “This doesn’t look right.”
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Therefore, even though tools like Tableau or PowerBI
(which are among the tools used by our participants) sup-
port annotation, participants use simple graphics editors or
do not annotate directly in the visualizations instead.

Summary During the analysis process, participants use
tools like email and chat applications to elicit and com-
municate data caveats. However, many found that using
text is inefficient when it comes to complex data hunches.
Therefore, screenshots or screenshares of visualizations
are added to the conversation which may be annotated.

5.3.3 Communicating Analysis Results and Data
Hunches

Participants use a variety of mediums to report their
analysis outcomes. These mediums include research
manuscripts (P1, P2, P3, P4), project reports (P5, P9, P11,
P12, P13, P14), live presentations with slides (P9, P12,
P14), and dashboards on websites (P6, P11, P14). Because
of the differences in the method of delivery, communicat-
ing data hunches to the intended audiences takes different
forms, which we will break down in this section.

Participants that write reports or papers use established
textual formats to report on data hunches.

Participants that are academics (P1, P2, P3, P4) most com-
monly use method sections in their publication to report
data hunches. Similarly, participants that write up their
analysis as reports (P5, P9, P11) document data hunches as
an appendix or as part of their reports. However, these for-
mats are commonly kept brief and may not provide enough
detail to reproduce the analysis or reuse the data without
issues [64].

Participants prefer static visualizations for presenting
analysis results and use bullet points for data hunches if
they consider the hunch essential.

Most participants use visualizations to communicate their
data, as they value the accessibility of visual representa-
tions.

P9: I feel visuals are really helpful, throughout the
process. So as we’re doing summary statistics, we’re
always creating some sort of visual to go with it,
especially when you’re the person [that knows] the
data, communicating with the person that’s not [fa-
miliar with] the data. Having visuals is a great way
to translate between those two.

When communicating their results in meetings, partici-
pants found slides and handouts to be useful mediums.
Participants frequently added bullet points in their slides
next to their static visualizations to explain the context or
caveats required to properly interpret the data.

P7: I have a little disclaimer at the bottom [of my
slides ...] that notes that [this approach is] not going
to catch duplicates.

However, when asked about preparing and anticipating
questions about the data, many participants answered that
they would respond ad-hoc, rather than preemptively cover
data imperfections.

Participants omit data caveats in their results because
it adds complexity and they see it as their professional
responsibility to synthesize data into an easily digestible
format.

We found that several participants (P5, P7, P11, P13) were
hesitant to communicate caveats. Some participants see
it as their professional responsibility to distill data into
actionable items for decision-makers, and that they are
trusted to correctly interpret the data to the best of their
ability. Communicating more data caveats to leadership
increases the complexity, and leadership and external audi-
ences often are not interested in the details of the analysis.

P7: Part of our job is to synthesize down to the main
points for leadership. When it’s getting to the mayor
as talking points or a policy memo, if it has too much
[about caveats], it’s just going to be a distraction.

How much about caveats is disclosed is highly situa-
tional, depending on the perceived stakes, but also on the
reporting format.

We discovered different approaches towards expressing
caveats about the analysis depending on the format and
the type of participants’ jobs. For example, our aca-
demic participants are cautious about keeping their anal-
ysis choices transparent in research manuscripts (P1, P2,
P3, P4), whereas other participants feel hesitant to express
uncertainty explicitly in their analysis deliverables due to
the reasons laid out above. This omission of caveats is
even more amplified in verbal presentations, which our
participants justified by being available for clarifying ques-
tions if needed. However, participants also adjust to the
stakes and the certainty of their analysis. When making
recommendations about COVID-19 policies, for example,
P14 stated:

P14: When we’re communicating [COVID-19 re-
lated] data to them, because we knew that it would
have big consequences in terms of policy recommen-
dations and political action, we are very careful to
present the limitations upfront. We’ll generally pro-
vide a written copy of limitations [...], and we repeat
it often throughout the presentation.

As we previously discussed, participants more often add
disclaimers to deliverables that are used asynchronously,
such as dashboards. But even there, the focus is to avoid
making the results confusing. For example, P14 would
refrain from adding all data caveats to her public COVID-
19 dashboard because she did not want to confuse the
general public with the data complexity:

P14: There’s no reason to put [data caveats] on the
website if people aren’t going to understand it, or if
they’re going to misinterpret it.
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However, she would add additional annotations to her dash-
board if she would learn that an aspect was regularly mis-
interpreted, which she measured by the number of calls
she received about an issue:

P14: If it’s a broad misunderstanding, and we’re
getting a lot of public calls, I might add something to
the dashboard that has something embedded in the
figure, [such as] shading for when Delta started or
when Omicron started.

Summary To communicate data caveats to others, our
participants use method sections and metadata notes for
reports, visualizations with notes for presentations, and
footnotes for dashboards. The extent of the communication
is situational, often dependent on the expectation of the
stakeholders, the effects on the outcome, and the format of
the communication.

5.4 Exploring Interventions for Recording Data
Hunches

During the “feedback on a technology probe” section of
the interview, we introduced our definition of data hunches
to the participants and provided a brief demonstration (see
supplementary material) of the techniques we proposed
previously [8]. The demo included the basic workflow
of recording and communicating a data hunch through
the prototype and how the data hunch looked when be-
ing recorded in the visualization using sketchy rendering.
The demonstration illustrated both the concept of data
hunches and possible technical solutions to recording and
communicating data hunches during collaborative analysis
scenarios.

Annotations or other ways to quickly express data
hunches on top of visualizations can help stakeholders
with various backgrounds get on the same page.

Participants liked the collaborative and visual aspect of
the prototype (P2, P3, P4, P5, P7, P8, P9, P11, P13). P9,
for example, commented that being able to annotate and
express data hunches efficiently would allow her to make
sure that everyone was on the same page on the project:

P9: So if you had something like [the data hunches
prototype], where then the analyst was sharing their
screen and making the adjustment, [to show] what
they think experts are talking about, and the expert
could actually see it adjust in front of them, then ev-
eryone can make sure they’re understanding. [...] I
think that would kind of bridge the knowledge gap be-
tween the data people and the experts in a successful
way.

The techniques we presented used interactions directly on
a data visualization, which participants considered to be an
easy way to express opinions. P11 reflected that most of
the domain professionals she worked with were not great
at verbally expressing their opinions and knowledge about
the data. An interactive visual option, she commented,
would be a good option for these collaborations:

P11: I think sometimes they just don’t really know
how to phrase what they want to see. [...] this to
me seems useful [...] for people who aren’t the [vi-
sualization] designers to be able to offer feedback.

Interactive visualizations can help with the feedback loop
and be more inviting and engaging for audiences without
analytical backgrounds.

P10, a state-level politician, was interested in how visually
expressing data hunches could promote discussion among
policymakers, rather than having them dismiss an opposing
point outright:

P10: I think there’s a great opportunity for [visu-
ally expressing and communicating data hunches],
especially if it’s a policy issue that people really do
want to collaborate [on] and everybody agrees that
something needs to happen. We just have to come to
terms on how to get there, then there’s really good
opportunity for a model like this. I think a feedback
loop like this could do a lot of good.

Several participants commented on how the data hunch
techniques could be helpful for asynchronous knowledge
transfer. P4, a post-doc researcher, discussed how he could
use sketches and annotations to provide his knowledge on
the caveats of a dataset, and that those could be archived
so that others could know about the caveats.

P4: If I’m not around to point out the nuances,
then there’s no recording of [...] the issues. I think
[recording data hunches visually] would be a useful
way of archiving somebody’s hunch on the data [...],
[so it’s available even after] I’ve been removed from
my Ph.D. work for a couple of years. So [... if] a new
student [starts to] work on a similar project and [my
advisor can] say, “hey, here are some issues with the
data that we have recorded. Go check them out and
why.” That would be a good way of recording it.

Fatigue with tools is prominent. Another tool to add to
the already complicated workflow is not desirable.

On the other hand, participants’ desire for a separate solu-
tion along the lines of what we presented with the data
hunch prototype was in tension with their aversion to
adding another tool to their toolbox. Changing and jug-
gling between tools can be challenging, especially during
a meeting, as P9 described the process as “scrambling
between apps a million times”. Some participants were
concerned that a new tool might be a burden to experts that
have great insights into and knowledge of the data.

P3: So it would be a little bit of a concern that, you
know, you’d have somebody who’s a busy clinician,
and they have really great insight. And they are not
going to use the tool, because you know, they essen-
tially use Excel, and maybe Word. [...] The best
insights are not necessarily [from] a very sophisti-
cated tool user.
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Our participants, especially the ones with 10+ years of
experience, much prefer solutions that fit their existing
workflow. The yet-another-tool problem has already been
something that our participants were facing and they did
not want to add more tools to record and communicate
data caveats.

P2: I think the biggest problem is there are too many
tools. [...] it’s a pain in the ass to be perfectly honest.
[...] And it is a huge suck on time having to juggle all
these different applications. So yeah, what I would
want is I want to embed it into one something that
works for everything.

Summary Participants showed preferences toward inter-
active visualization techniques to record and communicate
knowledge about the data. A visual approach that can help
bring analysts and experts on the same page is appealing.
However, participants showed yet-another-tool fatigue and
would prefer a solution integrated with their current tool
suite to externalize and exchange knowledge.

6 Discussion

Based on our findings, we discuss the significance of expert
knowledge in the analysis process and how the visualiza-
tion community could provide interventions to support
experts in documenting their knowledge of data hunches.

6.1 The Role of Expert’s Knowledge in Data Analysis

Prior work characterizes data as an artifact of decisions: a
culmination of the specific and situated contexts in which
they were constructed [8, 2, 65, 10]. The construction
of data leaves it with gaps and caveats such that for data
to fully reflect reality, data requires context [65]. In the
interviews, participants discussed many different ways that
they understood and worked with the limitations of their
data.

Expert knowledge often complemented the data, piecing
together the spaces between data and reality. Surprisingly,
analysts found expert knowledge outside of the traditional
domain expert as conceptualized by the visualization com-
munity [66, 67]. The experts ended up being anyone close
to the data—aware of how data is constructed or of the
environment from which data is derived. However, we
heard many accounts of how recording this knowledge
is brittle and unsystematic: scattered across ephemeral
records like chat histories or one-off emails containing
notes, or communicated in a meeting. And thus, the lack
of documentation makes reanalysis and reproducibility
challenging, creating a barrier for other analysts outside
the discussion to join.

Furthermore, the participants never expected the data to
be perfect. In fact, even though some participants had
a strong faith in the numbers’ accuracy, they still shared
experiences where the numbers were an imperfect rep-
resentation of what they were trying to study. The data

were imperfect for many reasons, including errors in mea-
surement devices, human factors, the data being originally
generated for different reasons, or the data being simply
unattainable.

Caveats about the data were often not communicated for a
variety of reasons, most prominently because our partici-
pants felt that it was part of their professional responsibility
to make easy-to-interpret and actionable analyses from the
data. They were trusted to communicate what was nec-
essary from their analysis and this excluded many of the
caveats that they worked with. This finding complements
what Hullman found about why authors do not communi-
cate uncertainty: because showing uncertainty is difficult
for the author, and reading charts with uncertainty is dif-
ficult for the audience [22]. We saw evidence in support
of both, but the role of the expert as a trusted party that
abstracts complexity was unique.

The literature on uncertainty addresses only part of the
concern when it comes to visualizing the imperfections
of data. Uncertainty expressions like confidence intervals,
hypothetical outcome plots [68], and ensemble plots [69]
focus on conveying the uncertain nature of the data and are
well-studied within the visualization community. And yet,
throughout our interviews, most participants did not bring
up uncertainty when describing their data. Instead, we
found that most participants described how they adapted
their workflows to account for data and its caveats. They
were, in fact, certain about the data’s limitations and were
able to reduce the effects of the limitations through knowl-
edge of the data’s context.

Data is not perfect—our participants did not believe that it
is and neither should the visualization community. Across
interviews, we saw the importance of context when it came
to how our participants understood and handled imperfec-
tions in their data. The participants turned to people who
were close to the data to fill in those gaps and in turn, made
decisions on what aspects of the data they would present
to decision-makers. Within analysis scenarios, knowledge
about the data is more important to record for purposes of
reanalysis than for communicating final results. In contexts
of trust and expertise, there is a common understanding
that the data is meaningless without knowledge of its con-
text.

6.2 Design Opportunities

While the demonstration of our previously developed tool
for externalizing and communicating data hunches [8]
seemed to resonate with our participants and they could
easily come up with opportunities where it would be ben-
eficial, the interviews made us doubt that a standalone
tool could be successful with the analysts we interviewed.
The skepticism about new tools and the fatigue resulting
from the fragmented analysis tool space [14] was palpable.
Furthermore, our participants did not use the annotation
capabilities of tools they already had at their disposal; both
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Tableau and PowerBI were used by participants and both
support sophisticated annotations.

Consequently, we join previous works [59, 70, 71] in call-
ing for rethinking how we design and develop visualization
interfaces, especially when the goal is real-world adop-
tion. Instead of developing yet-another-tool, we argue for
meeting analysts where they are at in their analysis work-
flows. For example, we envision designs that lower friction
to annotate and record hunches in the environments that
are already being used. At the low-tech end, this could
be built-in annotation capabilities on top of screenshots
for communication tools like Slack, MS Teams, or email.
These lightweight methods for capturing hunches could
also be designed to support annotations from many people,
including field workers and others with close knowledge
of the data and its context.

We were surprised that computational notebooks, like
Jupyter, were not mentioned once in all of our interviews,
even though many of the issues discussed by our partici-
pants could be addressed using such tools. We also note
that only two of our participants reported using program-
ming languages within their analysis—R (P9) and Python
(P4). These lead us to speculate that there is a (possibly
large) number of data analysts whose analysis processes
cannot meet standards for reproducibility laid out by vari-
ous scientific bodies [72, 73]. We see this as an opportunity
for more visual analysis tools and processes to explicitly
incorporate ways to capture the ways expert knowledge
shapes and impacts analysis processes.

First, we need to make GUI-based visual analysis tools
reproducible. The GUI-based tools our participants use
do not support annotated histories or workflows, unlike
various research prototypes [74, 75, 76, 47]. For example,
there is typically no way to comment on why some data
was filtered out in the tools used by our participants. Hence,
we call on commercial tool developers to consider making
analytical provenance available and salient to their users,
and for the scientific community to continue to innovate in
that space.

Second, while data hunches are often expressed when view-
ing data through visualizations, we believe it is important
to also capture data hunches at the data level—if data is
used as a tool, then the tool needs a manual. As a low-tech
intervention, we encourage the extension of metadata files,
data dictionaries, or data sheets [9] to not only document
the what that is in the data, but also the why and how. Ide-
ally, datasets should be published or archived together with
a reproducible analysis story that makes it clear how the
data was used. We realize that maintaining metadata is
tedious, but we see this as an opportunity for new innova-
tions. It is essential that tools such as Excel provide better
support for clear and visible annotations about the data,
without forcing users to destroy the clean structure of their
data.

Third, we argue that we need to develop guidelines and
standards for documenting heterogeneous analysis pro-

cesses, especially those that include interactive tools.
These guidelines should detail best practices for acknowl-
edging and capturing analysis steps and externalizing ex-
pert knowledge that goes into decision-making. It is no-
table that in our interviews we found that external pressures
and established guidelines lead to better documentation
practices.

7 Limitations

Our study has several limitations that are common in
interview-based research in the HCI and visualization com-
munities. Firstly, our sample of participants was not ran-
domly selected but recruited from our professional net-
works. This may have introduced biases into our sample,
as those who are more closely connected to us or our net-
work may have different perspectives or experiences than
those who are not. Secondly, our preference for conducting
in-person interviews in English limited the geographic and
cultural diversity of our sample. Finally, all participants
had at least a bachelor’s degree, which may have limited
the diversity of perspectives in our sample. Overall, we
believe our study provides valuable insights into the ex-
periences of the participants we interviewed and believe
that our results generalize to other analysts with similar
characteristics.

8 Conclusion

We conducted a series of interviews with analysts from
various fields and levels of experience to investigate how
expert knowledge influences their analysis. Our findings
highlight the importance of including and documenting
expert knowledge in data analysis, as well as the potential
pitfalls of neglecting this information. We also collected
feedback on potential interventions to support the record-
ing and communication of data hunches more effectively.
Our ultimate goal is to draw attention to how data is an
incomplete representation of the reality it aims to depict,
and that expert knowledge is crucial in making data a use-
ful tool to answer analysis questions. We suggest future
research directions for developing better methods to make
analysis processes and data reproducible and reusable.
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