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#### Abstract

We introduce a numerical method, multilevel designed quadrature for computing the statistical solution of partial differential equations with random input data. Similar to multilevel Monte Carlo methods, our method relies on hierarchical spatial approximations in addition to a parametric/stochastic sampling strategy. A key ingredient in multilevel methods is the relationship between the spatial accuracy at each level and the number of stochastic samples required to achieve that accuracy. Our sampling is based on flexible quadrature points that are designed for a prescribed accuracy, which can yield less overall computational cost compared to alternative multilevel methods. We propose a constrained optimization problem that determines the number of samples to balance the approximation error with the computational budget. We further show that the optimization problem is convex and derive analytic formulas for the optimal number of points at each level. We validate the theoretical estimates and the performance of our multilevel method via numerical examples on a linear elasticity and a steady state heat diffusion problem.
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1. Introduction. The computer simulation of science and engineering problems is subject to various uncertainties, ranging from modeling inaccuracies to measurement errors. The ever-growing field of uncertainty quantification develops efficient mathematical tools to address such challenges in numerical simulations. In this paper we adopt the main ideas in multilevel Monte Carlo methods [15] to estimate statistical moments for solution of random partial differential equations (PDEs). Let $h_{i}$ denote the resolution size (e.g., mesh size) for level $i \in\{0, \ldots, L\}$ associated with spatial or temporal approximation/discretization with $h_{L}<\cdots<h_{1}<h_{0}, \mathbb{E}$ the mathematical expectation operator, and $Q_{i}$ the quantity of interest (e.g., a linear functional of the PDE solution) for that approximation, where $Q_{i}$ is random due to the randomness in the PDE. Multilevel Monte Carlo exploits the linearity of expectations and writes the "true" expectation on the finest level as

$$
\mathbb{E}\left[Q_{L}\right]=\mathbb{E}\left[Q_{0}\right]+\sum_{i=1}^{L} \mathbb{E}\left[Q_{i}-Q_{i-1}\right]
$$

[^0]Assuming the spatial/temporal discretizations are convergent, then $Q_{i}$ is expected to be an increasingly accurate estimate for $Q$ as $i$ increases, so the variance of $Q_{i}-Q_{i-1}$ becomes smaller as $i$ is increased. This smaller variance implies that Monte Carlo estimates for these differences require fewer samples for larger $i$ but require a large number of samples for small $i$. This idea constitutes the main strategy of multilevel Monte Carlo, which saves significant computational cost by requiring fewer functional evaluations for terms associated with finer resolutions (which are more expensive to generate). Each term in the summation above can be estimated by $M_{i}$ samples

$$
\mathbb{E}\left[Q_{i}-Q_{i-1}\right]=\frac{1}{M_{i}} \sum_{j=1}^{M_{i}} Q_{i}^{(j)}-Q_{i-1}^{(j)}
$$

where $M_{L}<\cdots<M_{1}<M_{0}$ and $Q_{i}^{(j)}$ is a stochastic sample of $Q_{i}$. Our main goal in this paper is to take $Q=Q(u)$, where $u$ is the solution to a parametric PDE,

$$
\begin{equation*}
-\nabla \cdot(a(\boldsymbol{y}, \boldsymbol{x}) \nabla u(\boldsymbol{y}, \boldsymbol{x}))=f(x), \tag{1}
\end{equation*}
$$

where the differential operators act on the spatial $(\boldsymbol{x})$ variable, $\boldsymbol{y}$ is a Euclidean $N$ dimensional parameter that we model as a random variable, and $a$ is some prescribed diffusion coefficient depending on $\boldsymbol{y}$. The randomness in $\boldsymbol{y}$ makes $Q(u)$ a stochastic quantity.

The original multilevel approaches for stochastic approximations are based on Monte Carlo sampling [15]. As examples, readers are referred to [8, 21, 28, 29] for works on Monte Carlo-based approximation of random PDEs. To further enhance the performance of multilevel methods, it is possible to use deterministic sampling techniques which exhibit higher convergence rates for smooth dependence on the random variables $[18,19,31]$. Additional sample-based approaches for approximating random PDEs include collocation and quadrature approaches [3, 5, 14, 23, 30] and multilevel methods such as multi-index Monte Carlo [20, 26] and multi-index quasi-Monte Carlo [13, 17, 28]. These methods use sample-based quadrature or collocation-based polynomial approximations with respect to $\boldsymbol{y}$ to estimate the expectation. The main challenge for the existing quadrature-based work is the onerous dependence on the number of quadrature points to achieve a particular polynomial integration accuracy for large $N$.

In particular, these approaches utilize sparse grid methods and so are restricted to the number of samples that are dictated by the sparse-grid construction; however, there are alternative methods that can achieve similar accuracy with fewer sample points.

Our contributions in this paper are as follows. In this work we exploit the flexibility of "designed quadrature" [27], a framework for constructing unstructured multivariate quadrature rules, to generate quadrature rules for general quadrature grid sizes and polynomial integration accuracy. This increased flexibility allows us to formulate convex optimization problems using some a priori error and cost analysis for parameterized elliptic PDE. Taking the analysis in [31] as a template for multilevel estimates in tandem with designed quadrature allows us to formulate optimization problems over the number of samples allocated at each level to minimize the cost/error of the procedure, subject to accuracy/cost constraints. The optimization solution, which we derive explicitly and analytically, prescribes a particular number of samples that should be allocated at each level. This information would only be partially helpful for inflexible constructions like sparse grids. The flexibility offered by designed quadrature, however, allows one to generate quadrature grids whose cardinality exactly
matches the output of the optimization. This allows us to use designed quadrature in a multilevel framework. We compare the performance of our method with other sampling techniques, namely, sparse grids for moderate dimensions and quasi-Monte Carlo for higher dimensions, in our numerical examples, and observe considerable computational acceleration, sometimes achieving two orders of magnitude speed-up.

The paper is organized as follows. In section 2 we introduce the problem and briefly discuss polynomial approximation for PDEs with random inputs, which motivates the use of polynomial-based quadrature rules. Section 3 discusses the abstract multilevel procedure, and section 4 describes designed quadrature and augmentations for use in this paper. Section 5 introduces the optimization problem to determine the number of function evaluations for each approximation level, provides an explicit solution to this problem, and finally summarizes the entire multilevel designed quadrature algorithm.

Section 6 presents numerical results for random PDEs, including a heat diffusion equation and a linear elasticity problem, both of the form (1), where the logarithm of $a$ has an affine dependence on $\boldsymbol{y}$.
2. Polynomial approximation of parameterized elliptic PDEs. This section discusses the approximation of parameterized elliptic PDEs using global polynomial approximation in the parametric variable. We review results from $[10,11]$ that establish high-order convergence of best $n$-term polynomial approximations. We will subsequently use these results to motivate a multilevel algorithm.
2.1. Notation and problem formulation. On an open, bounded spatial domain $D \subset \mathbb{R}^{d}$, we consider the following parameterized elliptic PDE for the parameterized solution $u$ :

$$
\left.\begin{array}{rlrl}
-\nabla \cdot(a(\boldsymbol{y}, \boldsymbol{x}) \nabla u(\boldsymbol{y}, \boldsymbol{x})) & =f(x) & & \forall(\boldsymbol{y}, \boldsymbol{x})
\end{array}\right) \in \Gamma \times D,
$$

where $f \in H^{-1}(D)$ is a given inhomogenous term and the parameter set $\Gamma$ is determined by the state space $\boldsymbol{y}$. We assume that $\boldsymbol{y}$ consists of $N$ mutually independent random variables, i.e., $\boldsymbol{y}:=\left(y_{1}(\omega), \ldots, y_{N}(\omega)\right) \in \mathbb{R}^{N}$, where $\omega$ is the event variable on a complete probability space $(\Omega, \mathcal{F}, P)$. Each random variable $y_{j}$ takes values in $\Gamma_{j} \subset \mathbb{R}$ with probability density $\rho_{k}\left(y_{k}\right)$. The independence assumption then implies that $\boldsymbol{y} \in \Gamma=\otimes_{j=1}^{N} \Gamma_{j}$ and has joint density $\rho(\boldsymbol{y}):=\prod_{i=1}^{N} \rho_{i}\left(y_{i}\right)$. We will assume throughout that, since $\boldsymbol{y}$ is a dimension- $N$ vector, $a(\boldsymbol{y}, \boldsymbol{x})$ has a finite-dimensional stochastic representation.

The main purpose of this section is to justify that polynomial approximations in the $\boldsymbol{y}$ variable can be effective. To make this argument, we assume, as is common (e.g., [9]) an affine dependence of the diffusion coefficient $a$ on the parameters $\boldsymbol{y}$ :

$$
\begin{equation*}
a(\boldsymbol{y}, \boldsymbol{x})=a_{0}(\boldsymbol{x})+\sum_{i=1}^{N} a_{i}(\boldsymbol{x}) y_{i}(\omega) \tag{3}
\end{equation*}
$$

where $\left\{a_{j}\right\}_{j=0}^{N}$ are the given functions. In the examples presented in section 6 , we will actually assume that $\log \left(a-a_{0}\right)$ has affine dependence on the parameter. However, in this section we make the affine assumption to motivate the polynomial approximation strategy.

Although the system (2) involves a finite-dimensional coefficient $a(\boldsymbol{y}, \boldsymbol{x})$, such a coefficient typically results from truncation of an infinite-dimensional random field $a(\omega, \boldsymbol{x})$ where $\omega \in \Omega$. If, for example, the coefficient is in $L^{2}\left(\Omega, L^{2}(D)\right)$ then a Karhunen-Loéve expansion can be used to represent it, i.e.,

$$
a(\boldsymbol{y}, \boldsymbol{x})=a_{0}(\boldsymbol{x})+\sum_{i=1}^{\infty} a_{i}(\boldsymbol{x}) y_{i}(\omega)
$$

where $\left\{y_{i}\right\}_{i \geq 1}$ are mean-zero, uncorrelated random variables. A truncation of this infinite sum along with an additional assumption of independence then results in model (2). A study of errors committed on the solution $u$ by truncating an infinitedimensional diffusion coefficient to a finite-dimensional series has been considered both in the affine case as presented above [10, 11] and also in the case when $\log \left(a-a_{0}\right)$ has an affine dependence on $\boldsymbol{y}[6]$.

In order to ensure well-posedness of (2), we make the assumption that there are positive deterministic constants $\underline{A}$ and $\bar{A}$ such that the inequalities

$$
\begin{equation*}
0<\underline{\mathrm{A}} \leq \inf _{x \in D} a(\boldsymbol{y}, \boldsymbol{x}), \quad \quad \sup _{x \in D} a(\boldsymbol{y}, \boldsymbol{x}) \leq \bar{A}<\infty \tag{4}
\end{equation*}
$$

hold almost surely.
This assumption guarantees that (2) results in a well-posed $H_{0}^{1}(D)$-valued solution $\operatorname{map} \boldsymbol{y} \mapsto u(\boldsymbol{y}, \cdot)$ almost surely.
2.2. Parametric regularity and approximation by polynomials. We will propose an algorithm to solve (2) that utilizes polynomial approximations in the parametric ( $\boldsymbol{y}$ ) variable. We motivate this strategy in this section by recalling established results indicating that best polynomial approximations can achieve high-order convergence rates. The discussion in this section contains specializations of the results in $[9,10,11]$.

The essential idea to constructing polynomial approximations is to consider an $n$-term polynomial approximation of the form

$$
u(\boldsymbol{y}, \boldsymbol{x}) \approx u_{\Lambda_{n}}(\boldsymbol{y}, \boldsymbol{x})=\sum_{\lambda \in \Lambda_{n}} \boldsymbol{y}^{\lambda} c_{\lambda}(\boldsymbol{x})
$$

where $c_{\lambda}$ are $H_{0}^{1}(D)$-valued coefficients, $\Lambda_{n} \subset \mathbb{N}_{0}^{N}$ is a size- $n$ multi-index set, and we have used multi-index notation:

$$
\boldsymbol{y}^{\lambda}:=\prod_{i=1}^{N} y_{i}^{\lambda_{i}}, \quad \lambda=\left(\lambda_{1}, \ldots, \lambda_{d}\right) \subset \mathbb{N}_{0}^{N}
$$

We will restrict our attention to downward-closed index sets $\Lambda_{n}$, i.e., those such that

$$
\lambda \in \Lambda_{n} \quad \Longrightarrow \quad \nu \in \Lambda_{n} \forall \nu \in \mathbb{N}_{0}^{N} \text { satisfying } \nu \leq \lambda,
$$

where $\nu \leq \lambda$ is true if the inequality is componentwise true. We also define a polynomial space defined by $\Lambda_{n}$ :

$$
P_{\Lambda_{n}}:=\operatorname{span}\left\{\boldsymbol{y}^{\lambda} \mid \lambda \in \Lambda_{n}\right\} .
$$

Under our uniform well-posedness assumption (4), the solution map

$$
\Gamma \ni \boldsymbol{y} \mapsto u(\boldsymbol{y}, \cdot) \in H_{0}^{1}(D)
$$

of the parametric $\operatorname{PDE}(2)$ is holomorphic in a certain open region around $\Gamma$ in $\mathbb{C}^{N}$. This holomorphy property allows one to construct a $\boldsymbol{y}$-Taylor series approximation to

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in \Gamma}\left\|u(\boldsymbol{y}, \cdot)-u_{\Lambda_{n}}(\boldsymbol{y}, \cdot)\right\|_{H_{0}^{1}(D)} \leq C \exp \left(-c n^{1 / N}\right) \tag{5}
\end{equation*}
$$

where $C, c$ are constants that depend on $N$; see (3.186) in [9]. Thus, we obtain exponential convergence tempered by the curse of dimensionality. An alternative analysis in [11] considers errors via a Stechkin estimate of the truncated tail and allows one to overcome the curse of dimensionality, yielding the estimate

$$
\begin{equation*}
\sup _{\boldsymbol{y} \in \Gamma}\left\|u(\boldsymbol{y})-u_{\Lambda_{n}}(\boldsymbol{y})\right\|_{\left.H_{0}^{1}(D)\right)} \leq C(p) n^{-q}, \quad q:=\frac{1}{p}-1, \tag{6}
\end{equation*}
$$

where $C(p)$ with $p<1$ depends on the $\ell^{p}$ summability of the diffusion coefficient functions:

$$
\sum_{j=1}^{N}\left\|a_{j}\right\|_{L^{\infty}(D)}^{p}
$$

For more details, see Theorem 1.2 in [11]. The main message is that both results (5) and (6) suggest that polynomial approximations in the parametric variable can be very accurate under reasonable assumptions on the model elliptic problem (2) as $n$ increases. In particular, we note that one can obtain a (possibly high) algebraic rate of decay in the error with respect to the dimension of the polynomial space.

Our main goal in this article is to consider sequential or hierarchical approximation using polynomial approximation in the $\boldsymbol{y}$ variable. To this end, for $i=1,2, \ldots$ we will identify a sequence $\left\{\Lambda_{j}\right\}_{j \geq 1}$ of nested index sets, having cardinality $n_{j}=\left|\Lambda_{j}\right|$, on which to construct a sequence of polynomial approximations. The previous discussion suggests that error decaying like $n_{j}^{-q}$ might be expected in this case. Our main innovation is the application of novel collocation-based methods for forming exact polynomial quadrature rules on $P_{\Lambda_{n}}$, which results in orders of magnitude savings compared to alternative approaches. The construction of these nodal sets and the identification of the associated multi-index sets will be discussed later.
3. Hierarchical, multilevel approximation. Section 2.2 discussed the accuracy of best polynomial approximations constructed from polynomial spaces associated with certain multi-index sets $\Lambda_{n}$. Our ultimate goal is to compute expectations (integrals), but accurate approximation with quadrature rules with respect to general sets $\Lambda_{n}$ is challenging. Existing methods frequently address this problem with sparse grids [31]. In this paper we use a different strategy: we present a particular method for constructing quadrature schemes that is more flexible than more standard schemes such as low-discrepancy sets and sparse grid constructions. This flexibility comes at the cost of solving a nonconvex optimization problem in the quadrature construction.

Many subsections below discuss ingredients from a multilevel algorithm proposed in [31]. We will blend this algorithm with our distinct quadrature scheme.
3.1. Spatial approximation. Our spatial discretization is via finite element methods. We consider a sequence of hierarchical finite element spaces $U_{i}$ (where $i$ is the level index) corresponding to a mesh parameter $h_{i}$; we assume $h_{i}>h_{i+1}$ for all $i \geq 0$. Being hierarchical, the finite element spaces satisfy

$$
U_{0} \subset U_{1} \subset \cdots \subset U_{L} \subset H_{0}^{1}(D)
$$

for some fixed maximum level index $L$. Each space $U_{i}$ is composed of standard piecewise polynomial shape functions with maximum mesh spacing $h_{i}$. Accordingly, $u_{i}(\boldsymbol{y}) \in U_{h_{i}}$ denotes the finite element solution computed as the approximation of the true solution $u(\boldsymbol{y})$. For simplicity, in all our examples we construct fine-scale meshes by iterative uniform division of coarse-level meshes. In other words, we consider $h_{i}=\eta^{-i} h_{0}$, where $h_{0}$ is the size of the coarsest mesh with a fixed refinement integer $\eta>1$. We also assume that there exist positive constants $C_{\mathcal{H}}$ and $\alpha$ independent of the mesh size $h_{i}$, such that for all $i \in \mathbb{N}_{0}$

$$
\begin{equation*}
\mathbb{E}\left\|u-u_{i}\right\|_{H_{0}^{1}(D)} \leq C_{\mathcal{H}} h_{i}^{\alpha} \tag{7}
\end{equation*}
$$

where, e.g., $\mathbb{E} u \equiv \mathbb{E}[u][7]$. The constant $\alpha$ is dependent on the regularity of $u$, the diffusion coefficient $a$, and right-hand side data $f$. These constants $C_{\mathcal{H}}$ and $\alpha$ will play a role in our numerical framework; by assuming the asymptotic behavior (7), we will compute approximations to these constants from finite element solutions on coarser meshes. More detailed analyses of finite element errors and related types of estimation are provided in [32].
3.2. Stochastic approximation. We use polynomial approximation over $\Gamma$ for approximation in the stochastic $(\boldsymbol{y})$ variable. Specifically, we consider collocationbased methods, and hence we assume continuity in $\boldsymbol{y}$, i.e., $u \in C^{0}\left(\Gamma ; H_{0}^{1}(D)\right)$. This approach is philosophically identical to the approach in [31], but here our approach differs in that we index directly by the number of collocation points $M$, which later will yield a direct connection to cost of the procedure.

We define an operator $\mathcal{S}_{M}$, indexed by the number of points $M, \mathcal{S}_{M} u: C^{0}(\Gamma) \rightarrow$ $L_{\rho}^{2}(\Gamma)$, which is an approximation to the mathematical expectation. We leave these interpolation operators unspecified for the moment and will return to them in section 4.

However, we here articulate assumptions that we make on $S_{M}$ : First, we assume that there is an operator $\mathbb{H}(u): L_{\rho}^{2}\left(\Gamma ; H_{0}^{1}\right) \rightarrow \mathbb{R}$ that satisfies

$$
\begin{equation*}
\mathbb{H}\left(u_{i}\right) \leq C_{\mathbb{H}} h_{0}^{\beta}, \quad \mathbb{H}\left(u_{i}-u_{i-1}\right) \leq C_{\mathbb{H}} h_{i}^{\beta} \tag{8}
\end{equation*}
$$

for some positive constant $C_{\mathbb{H}}$ and $\beta$. This first assumption concerns errors between consecutive spatial solutions as the mesh is refined. Our second assumption is that there exists positive constants $C_{\mathcal{S}}$ and $r$ such that

$$
\begin{equation*}
\left\|\mathbb{E} u-\mathcal{S}_{M_{i}} u\right\|_{H_{0}^{1}(D)} \leq C_{\mathcal{S}} M_{i}^{-r} \mathbb{H}(u) \quad \forall u \in L_{\rho}^{2}\left(\Gamma ; H_{0}^{1}\right) \tag{9}
\end{equation*}
$$

where similarly to spatial approximation, $\mathcal{S}_{M_{L}}$ denotes the most accurate stochastic operator and $\mathcal{S}_{M_{0}}$ is the least accurate one, i.e., $M_{0} \leq M_{1} \leq \cdots \leq M_{L}$. We provide analysis in section 4.2 .3 motivating that quadrature rules adhering to (9) can be constructed. Note that we do not disallow situations in which the number of samples can be identical in consecutive levels. The key factor in these estimates is the rate $r$ which is associated with the properties of the quadrature rule that will be shown to be higher in the case of our quadrature rule and the hierarchical spatial error. It is noted that the norm $\left\|u_{i}\right\|_{H_{0}^{1}(D)}$ is bounded by a constant, whereas $\left\|u_{i}-u_{i-1}\right\|_{H_{0}^{1}(D)}$ decays with $h_{i}^{\beta}$, which depends on the mesh size at level $i$. This feature is the main feature of the multilevel approximation, making it more efficient than a single-level approximation.

The assumptions we have made above are based heavily on the assumptions in [31], but ours are slightly different since we assume explicit dependence on the size of the collocation mesh $M$.
3.3. Multilevel approximation. The formulation for the multilevel method uses a simple telescoping sum; e.g., for the spatial approximation, the finest level is approximated as

$$
u_{L}=\sum_{i=0}^{L}\left(u_{i}-u_{i-1}\right):=\sum_{i=0}^{L} \Delta u_{i}
$$

where $u_{-1}:=0$. The idea for the multilevel approximation is to use a more (less) accurate stochastic approximation, i.e., $S_{M_{i}}$ with large (small) $i$, to measure the integral of telescopic discrepancy $\Delta u_{i}$ for small (large) $i[4,7,16]$. This strategy leads the authors in [31] to propose the computational estimator:

$$
\begin{equation*}
\mathbb{E} u_{L} \approx \tilde{u}_{L}:=\sum_{i=0}^{L} \mathcal{S}_{M_{L-i}}\left[u_{i}-u_{i-1}\right] \tag{10}
\end{equation*}
$$

This formula uses different levels of the stochastic operator on hierarchical finite element approximations and relates these approximations via the index $i$. As seen, as the level index increases and the discrepancy between $u_{i}$ and $u_{i-1}$ decreases, a less accurate stochastic operator $\mathcal{S}_{M_{L-i}}$ is used to compute the expectation of that discrepancy.
4. Multilevel approximation with designed quadrature. Designed quadrature ( DQ ) is a recently developed quadrature rule for integration in multiple dimensions that computes moment-matching quadrature rules via optimization [27]. Due to its generic formulation, quadrature rules with various combinations of dimension, order, and weight function on general geometries can be generated.
4.1. DQ. Given an index set $\Lambda$ with $n=|\Lambda|$, DQ seeks to compute an $M$-point quadrature rule with nodes $\left\{y_{m}\right\}_{m=1}^{M} \subset \Gamma$ and weights $\left\{w_{m}\right\}_{m=1}^{M}$ satisfying

$$
\int_{\Gamma} p(\boldsymbol{y}) \rho(\boldsymbol{y}) \mathrm{d} \boldsymbol{y}=\sum_{m=1}^{M} w_{m} p\left(y_{m}\right), \quad p \in P_{\Lambda}
$$

It accomplishes this by directly solving moment-matching conditions subject to geometric constraints on $M$ nodes $\boldsymbol{X} \in \mathbb{R}^{d M}$ and positive constraints on the weights $\boldsymbol{w} \in \mathbb{R}^{M}$,

$$
\begin{align*}
& \boldsymbol{R}(\boldsymbol{d})=\boldsymbol{V}(\boldsymbol{Y}) \boldsymbol{w}-\boldsymbol{e}_{1} / \pi_{\mathbf{0}}=\mathbf{0}, \\
& \boldsymbol{y}_{j} \in \Gamma, \quad j=1, \ldots, M,  \tag{11}\\
& w_{j}>\mathbf{0}, \quad j=1, \ldots M,
\end{align*}
$$

where $\boldsymbol{R}$ is the vector of $P_{\Lambda}$ moment-matching residuals, $\boldsymbol{d}=(\boldsymbol{Y}, \boldsymbol{w})$ is the vector of decision variables consisting of nodes $\boldsymbol{Y}$ and $\boldsymbol{w}, V(\boldsymbol{Y})$ is the Vandermonde matrix (constructed with $L_{\rho}^{2}(\Gamma)$ orthonormal polynomials spanning $P_{\Lambda}$ ), $\pi_{0}$ is the $L^{2}$ norm of the zeroth-order polynomial in $P_{\Lambda}$, and $\boldsymbol{e}_{1}$ is the cardinal unit vector in the first direction in $\mathbb{R}^{n}$. In its original form, an index set, geometry, weight function, residual tolerance, and a tentative number of points $M$ are specified in the first step. The node positions are also initialized uniformly at random. The method then uses penalty function methods to transform constrained root finding into an unconstrained minimization problem and subsequently solves a quadratic minimization problem via a Gauss-Newton algorithm. An additional Tikhonov regularization is used to remedy
ill-conditioned matrices during Newton's iterations. To find the appropriate number of points in the original DQ approach, we typically start with a larger number of points than needed, which results in $\|R\|<\delta$ initially; we then decrease the number of points successively (as much as possible) without making $\|R\|>\delta$. If we start with a smaller number of points than required, i.e., $\|R\|>\delta$ in the initialization, then we increase the number of points successively until the residual satisfies $\|R\|<\delta$. In other words, if the tentative quadrature size at the beginning is small, the number of points is increased successively, and if it is large, it is decreased successively. We refer the readers to [27] for more complete details of this algorithm that we omit here. Specifically, an empirical recommendation on the initial size of the quadrature rule is found based on a similar sparse grid rule. In the following sections, we describe in more detail some novel augmentations of this algorithm that are required to solve our multilevel approximation problem.
4.2. Fixed- $M$ DQ. As described in section 4.1, in the standard use of DQ results, the size of the quadrature rule $M$ is not determined a priori, and only the index set is provided to the algorithm. However, in this paper we use the DQ framework in a slightly different setting: our goal is to develop quadrature rules for a fixed $M$. Hence, we instead start the DQ optimization with a fixed number of points $M$ and an initial index set of initial cardinality $|\Lambda|$. We then gradually decrease the cardinality of the index set until the residual tolerance $\delta$ is met (or if the tolerance is already met, we attempt to increase the size of $\Lambda$.). In other words, instead of increasing $M$ to achieve quadrature accuracy, we instead choose as large a $\Lambda$ as possible based on the accuracy afforded by $M$ points. Note that we utilize the same termination criterion: the optimization successfully terminates when $\Lambda$ is small enough to guarantee $\|\boldsymbol{R}\| \leq \delta$.

Empirically, we observe that the DQ algorithm always successfully terminates, although we cannot prove this. In particular, there is a strong theoretical underpinning for why the DQ should always successfully terminate once the size of $\Lambda$ is decreased to $|\Lambda|=M$ : due to Tchakaloff's theorem, given any multi-index set $\Lambda$, there exists a nonnegative quadrature rule of size at most $M=|\Lambda|$ that is exact on $P_{\Lambda}$ [12]. Thus, during the DQ procedure, if the size of $\Lambda$ is decreased to the point where $|\Lambda|=M$, then Tchakaloff's theorem guarantees that there is some nodal set that satisfies the residual termination criterion in DQ. However, this does not guarantee that the algorithm is able to find such nodes (since the optimization is nonconvex). However, in all of our experiments, DQ successfully terminates with $|\Lambda|>M$.

The next sections describe precisely how we determine an initial index set, how we increase/decrease the index set $\Lambda$ to achieve termination of the algorithm, and what accuracy guarantees are possible from this procedure.

We emphasize that the version of DQ described below can generate quadrature rules for any prescribed nodal count $M$ in any dimension. It does so by allowing an unstructured nodal distribution. In alternative sampling approaches, such as sparse grids that have structured nodal distributions, the number of nodes $M$ is not directly controllable; we will see that the flexibility afforded by DQ allows us to achieve substantial savings in computational cost.
4.2.1. Generating an initial $\Lambda$. The DQ algorithm is an iterative optimization algorithm wherein $\Lambda$ is shrunk or enlarged as iterations progress. We must prescribe how initialization of the index set $\Lambda$ is accomplished. We make two assumptions that facilitate our initial guess: First we assume some a priori knowledge of a sequence of nested downward-closed multi-index sets $\left\{\Lambda_{p}^{T}\right\}_{p \geq 0}, \Lambda_{p}^{T} \subset \Lambda_{p+1}$. We do not perform

$$
\begin{equation*}
\Lambda_{p}^{T}=\Lambda_{p}^{\mathrm{TD}}:=\left\{\lambda \in \mathbb{N}_{0}^{N}| | \lambda \mid \leq p\right\}, \quad \Lambda_{p}^{T}=\Lambda_{p}^{\mathrm{HC}}:=\left\{\lambda \in \mathbb{N}_{0}^{N}| | \log (\lambda+1) \mid \leq \log (1+p)\right\}, \tag{12}
\end{equation*}
$$

where both $\lambda+1$ and $\log \lambda$ are elementwise operations. The specification of what kinds of index sets $\Lambda_{p}^{T}$ should be, is problem-dependent; for example, one could choose dimensionally anisotropic versions of the sets above if one has knowledge that some parameters are unimportant. In all our examples, we will choose $\Lambda_{p}^{T}$ as either (isotropic) total degree or hyperbolic cross sets.

The second assumption we make is that the Euclidean parameters $\boldsymbol{y}=\left(y_{1}, \ldots, y_{N}\right)$ are sorted based on importance with respect to influence on the output $u$, i.e., that $y_{j}$ has a stronger impact on $u$ than $y_{j+1}$.

With these two assumptions, our initial guess proceeds as follows: In an "offline" stage, we use the $s$ tandard DQ algorithm outlined in section 4.1 with input training index set $\Lambda_{p}^{T}$ to output a set of $M_{p}^{T}$ nodes. We repeat this for $p=0,1, \ldots, P$, where $P$ is some chosen maximum level. The result is a set of data points $\left(M_{p}^{T},\left|\Lambda_{p}^{T}\right|\right)_{p=0}^{P}$ that relate the DQ nodal count to the cardinality of the associated index sets. Then, in the "online" stage with $M$ the fixed number of nodes required from the DQ procedure of this section, we can use an interpolation scheme to approximate an associated index set size $|\Lambda|=|\Lambda|(M)$. See Figure 1 for a visual depiction of this procedure.

We can now generate an index set cardinality; to generate the actual index set, we compute the smallest index set $\Lambda_{p^{*}}$ whose size is at least $|\Lambda|$, and identify our output index set $\Lambda$ the first $|\Lambda|$ indices from $\Lambda_{p^{*}}$ sorted by total-degree-graded lexicographic ordering. In other words, we identify the number $p^{*}=p^{*}(M)$ defined as

$$
\begin{equation*}
p^{*}(M)=\min \left\{p \mid M_{p}^{T} \geq M\right\} \tag{13}
\end{equation*}
$$

We next take the indices in the index set $\Lambda_{p^{*}}^{T}$, order them via lexicographic ordering graded by total degree, and define $\Lambda$ as the first $|\Lambda|$ indices in this ordered set. Note that our choice of sorting by lexicographic ordering is motivated by our second assumption above that orders parameters in the vector $\boldsymbol{y}$ by importance.


FIG. 1. Determining the index set cardinality $|\Lambda|^{*}$ corresponding to a given $M^{*}$. Black circles indicate the previously generated data. Unlike sparse grids, $D Q$ can be generated for any $|\Lambda|^{*}$ due to its flexibility.
4.2.2. Adding or removing indices from $\Lambda$ during optimization. At any iteration in the DQ procedure, if the desired moment-matching residual achieves the specified tolerance, we add a multi-index to $\Lambda$. If the residual violates the tolerance criterion, we remove a multi-index from the set. The setup described in section 4.2.1 provides the methodology for how to add or remove multi-indices.

The removal of multi-indices proceeds by ordering the indices in $\Lambda$ via graded lexicographic ordering and removing the last index from this ordered set. To add a multi-index, we recall that $\Lambda_{p^{*}}^{T}$, with $p^{*}$ as determined in (13), identifies a multi-index set (sorted with graded lexicographic ordering) where $\Lambda$ is the first $|\Lambda|$ entries in $\Lambda_{p^{*}}^{T}$. To add a multi-index to $\Lambda$, we simply append the next multi-index from the sorted list $\Lambda_{p^{*}}^{T}$.
4.2.3. DQ accuracy. Upon successful termination of the DQ algorithm, the tolerance $\delta$ provides an error estimate for the quadrature rule.

Lemma 4.1 (Proposition 2.5 of [27]). Let $\Lambda$ be the multi-index set resulting from successful termination of the $D Q$ procedure with $M$ quadrature points. If the stopping criterion uses the tolerance $\delta$, then for any $f \in L_{\rho}^{2}(\Gamma) \cap C(\Gamma)$,

$$
\left|\int f(\boldsymbol{y}) \rho(\boldsymbol{y}) d \boldsymbol{y}-\sum_{m=1}^{M} w_{m} f\left(y_{m}\right)\right| \leq \delta\|f\|_{L_{\rho}^{2}(\Gamma)}+(1+\delta) \max _{m=1, \ldots, M}\left|f\left(y_{m}\right)-f^{*}\left(y_{m}\right)\right|
$$

where $f^{*}$ is the best $L_{\rho}^{2}(\Gamma)$ approximation to $f$ from $P_{\Lambda}$ :

$$
f^{*}=\underset{p \in P_{\Lambda}}{\operatorname{argmin}}\|f-p\|_{L_{\rho}^{2}(\Gamma)} .
$$

Since $\delta$ is frequently chosen as a small tolerance, the dominating term in the estimate above is the pointwise discrepancy between $f$ and $f^{*}$ on the quadrature nodes.

To end this section, we extend Lemma 4.1 to apply to $H_{0}^{1}(D)$-valued functions.
LEMMA 4.2. Let $\Lambda$ be the multi-index set resulting from successful termination of the $D Q$ procedure with $M$ quadrature points. If the stopping criterion uses the tolerance $\delta$, then for any $f \in L_{\rho}^{2}\left(\Gamma ; H_{0}^{1}(D)\right) \cap C\left(\Gamma ; H_{0}^{1}(D)\right)$,

$$
\begin{equation*}
\left\|\int f(\boldsymbol{y}) \rho(\boldsymbol{y}) d \boldsymbol{y}-\sum_{m=1}^{M} w_{m} f\left(y_{m}\right)\right\|_{H_{0}^{1}(D)} \leq \delta\|f\|_{L_{\rho}^{2}\left(\Gamma ; H_{0}^{1}(D)\right.}+(1+\delta)\left\|f-f^{*}\right\|_{C\left(\Gamma ; H_{0}^{1}(D)\right)}, \tag{14}
\end{equation*}
$$

where $f^{*}$ is the $L_{\rho}^{2}\left(\Gamma ; H_{0}^{1}(D)\right)$-best approximation of $f$ from $H_{0}^{1}(D) \otimes P_{\Lambda}$ :

$$
f^{*}=\underset{p \in H_{0}^{1}(D) \otimes P_{\Lambda}}{\operatorname{argmin}}\|f-p\|_{L_{\rho}^{2}\left(\Gamma ; H_{0}^{1}(D)\right)}
$$

Proof. The inequality

$$
\begin{align*}
& \left\|\int f(\boldsymbol{y}) \rho(\boldsymbol{y}) \boldsymbol{y}-\sum_{m=1}^{M} w_{m} f\left(y_{m}\right)\right\|_{H_{0}^{1}(D)}  \tag{15}\\
& \quad \leq \delta\|f\|_{L_{\rho}^{2}\left(\Gamma ; H_{0}^{1}(D)\right)}+(1+\delta) \max _{m=1, \ldots, M}\left\|f\left(y_{m}\right)-f^{*}\left(y_{m}\right)\right\|_{H_{0}^{1}(D)}
\end{align*}
$$

can be derived in precisely the same way that Proposition 2.5 of [27] is proven for scalar-valued functions, so we present the above inequality without proof. Replacing the maximum over the $M$ quadrature points with the supremum over all $\Gamma$ results in (14).

Note that if $\Gamma$ is unbounded, then the bound on the right-hand side of (14) can be infinity. This can be rectified by instead using the result (15), which yields a finite bound, although it can still be large if the quadrature nodes from DQ are very far away from the origin.

The error estimate above provides evidence that one can expect DQ quadrature to achieve an error on the order of

$$
\inf _{p \in H_{0}^{1}(D) \otimes P_{\Lambda}}\|f-p\|_{C\left(\Gamma ; H_{0}^{1}(D)\right)},
$$

which is the best approximation error over the polynomial space $P_{\Lambda}$. This provides a link to the theory of best polynomial approximation discussed in section 2.2. For the root-exponential error estimate in (5), if the $\Lambda$ in DQ is chosen as the size- $n$ set $\Lambda_{n}$ in (5), then application of this estimate in (14) and utilizing the fact that $\rho$ is a probability density yield the DQ accuracy estimate,

$$
\begin{equation*}
\left\|\int f(\boldsymbol{y}) \rho(\boldsymbol{y}) d \boldsymbol{y}-\sum_{m=1}^{M} w_{m} f\left(y_{m}\right)\right\|_{H_{0}^{1}(D)} \leq C n^{-q}+\mathcal{O}(\delta) \tag{16}
\end{equation*}
$$

with $C$ and $q$ as in (6). Thus, for small DQ tolerances, we should observe an algebraic rate of convergence. This in particular can be used for estimating the multilevel stochastic error discussed in section 3.2. Recall from section 4.2 that we observe empirically that DQ always terminates with $M<|\Lambda|$. Taking $\Lambda=\Lambda_{n}$, (16) becomes

$$
\begin{equation*}
\left\|\int f(\boldsymbol{y}) \rho(\boldsymbol{y}) d \boldsymbol{y}-\sum_{m=1}^{M} w_{m} f\left(y_{m}\right)\right\|_{H_{0}^{1}(D)}=C M^{-q}+\mathcal{O}(\delta) \tag{17}
\end{equation*}
$$

which is a concrete estimate that can be used to certify the assumption (9). Therefore, for small DQ tolerances we expect the convergence rate $r$ to be equal to $q$.
4.3. Multilevel DQ. We use DQ to define the stochastic approximation operators $\mathcal{S}_{i}$ defined in section 3.2. With this definition, the multilevel DQ estimator for $\mathbb{E} u$ is given by (10).

The values $\left\{M_{i}\right\}_{i=0}^{L}$ are assumed known for now, and we will specify them precisely in the next section via a budget-oriented approach. Then given some value $M_{i}$, we used the (modified) DQ procedure in section 4.2 to compute a multi-index set $\Lambda_{i}$ and DQ nodes and weights $\left(y_{i, m}, w_{i, m}\right)_{m=1}^{M_{i}}$, which define our parametric approximation operators,

$$
\begin{equation*}
\mathcal{S}_{i}(f):=\sum_{m=1}^{M} w_{i, m} f\left(y_{i, m}\right) \tag{18}
\end{equation*}
$$

Under successful termination of the DQ algorithm with tolerance parameter $\delta$, for each $i \in\{0, \ldots L\}$, these rules satisfy

$$
\left|\mathcal{S}_{i}(p)-\int_{\Gamma} p(\boldsymbol{y}) \rho(\boldsymbol{y}) \mathrm{d} \boldsymbol{y}\right| \leq \delta\|p\|_{L_{\rho}^{2}(\Gamma)}, \quad p \in P_{\Lambda_{i}}
$$

Note that the index sets $\left\{\Lambda_{i}\right\}_{i \geq 0}$ are implicitly defined by the quadrature rule. Therefore, we do not know these index sets until the DQ computation is completed.
5. Multilevel budget optimization. The main purpose of this section is to describe how the number of samples at each level $\left\{M_{i}\right\}_{i=0}^{L}$, is chosen. Using estimates for the computational cost associated with each level along with the accuracy of the quadrature rules allows us to formulate a convex optimization problem where the $M_{i}$ appear as the design variables. Furthermore, we provide an analytic solution for this optimization problem.
5.1. Cost and accuracy estimate. We first provide an estimate for the total multilevel error $\epsilon=\left\|\mathbb{E} u-\tilde{u}_{L}\right\|_{H_{0}^{1}(D)}$. We mimic the strategy from [31], which uses the triangle inequality along with estimates for the spatial and stochastic errors,

$$
\begin{equation*}
\epsilon:=\left\|\mathbb{E} u-\tilde{u}_{L}\right\|_{H_{0}^{1}(D)} \leq\left\|\mathbb{E} u-\mathbb{E} u_{L}\right\|_{H_{0}^{1}(D)}+\left\|\mathbb{E} u_{L}-\tilde{u}_{L}\right\|_{H_{0}^{1}(D)} \tag{19}
\end{equation*}
$$

where in what follows we will denote $\left\|\mathbb{E} u-\mathbb{E} u_{L}\right\|_{H_{0}^{1}(D)}=\epsilon_{\mathcal{H}}$ and $\left\|\mathbb{E} u_{L}-\tilde{u}_{L}\right\|_{H_{0}^{1}(D)}=$ $\epsilon_{\mathcal{S}}$ as the spatial and stochastic error.

The assumption (7) along with Jensen's inequality can be used to bound the spatial error:

$$
\begin{equation*}
\epsilon_{\mathcal{H}}=\left\|\mathbb{E} u-\mathbb{E} u_{L}\right\|_{H_{0}^{1}(D)} \leq \mathbb{E}\left\|u-u_{L}\right\|_{H_{0}^{1}(D)} \leq C_{\mathcal{H}} h_{L}^{\alpha} \tag{20}
\end{equation*}
$$

The stochastic error can also be bounded using the definition of multilevel approximation and another application of the triangle inequality,

$$
\begin{align*}
\epsilon_{\mathcal{S}}=\left\|\mathbb{E} u_{L}-\tilde{u}_{L}\right\|_{H_{0}^{1}(D)} & =\left\|\sum_{i=0}^{L} \mathbb{E}\left(u_{i}-u_{i-1}\right)-\mathcal{S}_{M_{L-i}}\left(u_{i}-u_{i-1}\right)\right\|_{H_{0}^{1}(D)} \\
& \leq \sum_{i=0}^{L}\left\|\mathbb{E}\left(u_{i}-u_{i-1}\right)-\mathcal{S}_{M_{L-i}}\left(u_{i}-u_{i-1}\right)\right\|_{H_{0}^{1}(D)}  \tag{21}\\
& \leq \sum_{i=0}^{L} C_{\mathcal{S} \mathbb{H}} M_{L-i}^{-r} h_{i}^{\beta}
\end{align*}
$$

where we define $C_{\mathcal{S H}}=C_{\mathcal{S}} C_{\mathbb{H}}$. We will primarily be interested in this latter bound $\epsilon_{\mathcal{S}}$ for the stochastic error, and it will serve as either an objective or constraint in our optimization.

In multilevel approaches at each level, two deterministic PDE solves per each sample are needed. We assume a bound for computing $u_{i}-u_{i-1}$, i.e., the difference between deterministic solutions associated with $h_{i}$ and $h_{i-1}$, on the cost denoted by $C_{i}$ in the form of

$$
C_{i} \leq C_{\mathcal{C}} h_{i}^{-\gamma}
$$

for some constant $C_{\mathcal{C}}$ that depends on the refinement ratio $\eta$; cf. section 3.1. In this work we assume uniform refinement across levels, and we set $C_{\mathcal{C}}=1$ in our analysis. The rate $\gamma$ reflects how the computational cost of the spatial solver depends on the mesh parameter $h_{i}$. For finite element computations, this generally depends on the spatial dimension and the order of the finite element shape functions. For efficient linear solvers with near-linear complexity, the rate $\gamma$ is close to the spatial dimension $d$, and we therefore use $\gamma=2$ for our two-dimensional examples. The total multilevel cost estimate $\tilde{C}$ is then given by

$$
\begin{equation*}
\tilde{C}=\sum_{i=0}^{L} C_{\mathcal{C}} M_{L-i} h_{i}^{-\gamma} \tag{22}
\end{equation*}
$$

The total cost $\tilde{C}$ and the stochastic error $\epsilon_{\mathcal{S}}$ will enter into our optimization problem. The number of required levels $L$ cannot be determined from the optimization problem alone unless a ratio between the spatial and stochastic error is assumed [31]. In this paper we first fix the number of levels $L$ and compute the spatial error from the estimate (7) to find the portion of spatial error that contributes to the total error. That is, we define the convex weight $w$ so that $\epsilon_{\mathcal{H}}=w \epsilon$ and $\epsilon_{\mathcal{S}}=(1-w) \epsilon$. The bound (20) can be used to compute a formula for the convex weight $w$ :

$$
\begin{equation*}
w=\frac{C_{\mathcal{H}} h_{0} \eta^{-L \alpha}}{\epsilon} \tag{23}
\end{equation*}
$$

This formula for $w$ will be useful for the next section where we formulate the optimization problem that determines the nodal counts $\left\{M_{i}\right\}_{i=0}^{L}$ and show that, for a fixed maximum number of levels $L$, it is convex; furthermore, we provide an analytical formula for the solution.
5.2. Budget optimization. From the discussion and the formulas in the previous section, we can define a total cost $g_{c}$ that is a function of $\boldsymbol{M}=\left[M_{0}, \ldots M_{L}\right]^{T}$,

$$
\begin{equation*}
g_{c}(\boldsymbol{M})=\sum_{i=0}^{L} a_{i} M_{i}, \quad \quad a_{i}=C_{\mathcal{C}} h_{0} \eta^{(L-i) \gamma} \tag{24a}
\end{equation*}
$$

In a similar way, the estimated error $g_{e}$ of the stochastic component of the multilevel procedure is

$$
\begin{equation*}
g_{e}(\boldsymbol{M})=\sum_{i=0}^{L} b_{i} M_{i}^{-r}, \quad \quad b_{i}=C_{\mathcal{S} \mathbb{H}} h_{0} \eta^{(L-i) \beta} \tag{24b}
\end{equation*}
$$

Then, given some desired total error tolerance level $\epsilon$, one optimization problem minimizes the cost $g_{c}$ subject to achieving the desired error:

$$
\begin{equation*}
\min _{\boldsymbol{M}} g_{c}(\boldsymbol{M}) \quad \text { subject to } \quad g_{e}(\boldsymbol{M})=(1-w) \epsilon \tag{25}
\end{equation*}
$$

Alternatively, given a desired computational cost $\bar{C}$, we could minimize the error:

$$
\begin{equation*}
\min _{\boldsymbol{M}} g_{e}(\boldsymbol{M}) \quad \text { subject to } \quad g_{c}(\boldsymbol{M})=\bar{C} \tag{26}
\end{equation*}
$$

The feasible set for the design variables $\boldsymbol{M}$ in these optimization problems is $\mathbb{R}_{+}^{L+1}$, where $\mathbb{R}_{+}=[0, \infty)$. Thus, the feasible set is convex. The function $g_{c}$ is convex since it is linear, and since $x \mapsto x^{p}$ is convex for $p<0$, then $g_{e}$ is also a convex function since $r>0$.

We conclude that both optimization problems (25) and (26) are convex problems and hence both have unique solutions. We next present an analytical formula for the solution to this problem, which specifies the number of quadrature points at each level.

Proposition 5.1. Let the coefficients $a_{i}, b_{i}$ be given by (24). With $\lambda^{*}$ the dual variable (Lagrange multiplier), the optimal number of points $M_{i}^{*}$ given by the solution to the accuracy-constrained optimization problem (25) is

$$
\begin{equation*}
\lambda^{*}=\left[\frac{(1-w) \epsilon}{\sum_{i=0}^{L} b_{i}\left(\frac{a_{i}}{r b_{i}}\right)^{\left(\frac{r}{r+1}\right)}}\right]^{\left(\frac{r+1}{-r}\right)} \tag{27}
\end{equation*}
$$

Similarly, the optimal number of points and the dual variable for the cost-constrained optimization problem (26) are

$$
M_{i}^{*}=\left[\frac{a_{i}}{r \lambda^{*} b_{i}}\right]^{\left(\frac{-1}{r+1}\right)}
$$

$$
\begin{equation*}
M_{i}^{*}=\left[\frac{\lambda^{*} a_{i}}{r b_{i}}\right]^{\left(\frac{-1}{r+1}\right)} \tag{28}
\end{equation*}
$$

$$
\lambda^{*}=\left[\frac{\bar{C}}{\sum_{i=0}^{L} a_{i}\left(\frac{a_{i}}{r b_{i}}\right)^{\left(\frac{-1}{r+1}\right)}}\right]^{(-r-1)}
$$

Proof. We show the proof for (25). A solution $\boldsymbol{M}^{*}$ is optimal for (25) if and only if there is a $\lambda^{*} \in \mathbb{R}$ such that

$$
\begin{array}{ll}
g_{e}\left(\boldsymbol{M}^{*}\right)=(1-w) \epsilon & \text { (primal feasibility) } \\
\nabla g_{c}\left(\boldsymbol{M}^{*}\right)+\lambda^{*} \nabla g_{e}\left(\boldsymbol{M}^{*}\right)=0 & \text { (dual feasibility) }
\end{array}
$$

Solving the equality constrain problem is equivalent to finding a solution to these Karush-Kuhn-Tucker equations in $L+2$ variables $\boldsymbol{M}^{*}, \lambda^{*}$. From dual feasibility equations, we find

$$
\begin{aligned}
& a_{i}+\lambda^{*}\left(-r b_{i} M_{i}^{-r-1}\right)=0, \\
& M_{i}^{-r-1}=\frac{a_{i}}{\lambda^{*} r b_{i}}, \quad i=0, \ldots, L
\end{aligned}
$$

which yields the formula for $M_{i}^{*}$ in (27). Using the above equations in the primal feasibility equations, we find the scalar $\lambda^{*}$ from

$$
\lambda^{*\left(\frac{-r}{r+1}\right)} \sum_{i=0}^{L} b_{i}\left(\frac{a_{i}}{r b_{i}}\right)^{\left(\frac{r}{r+1}\right)}=(1-w) \epsilon
$$

which readily yields the formula for $\lambda^{*}$ in (27). The solution for error minimization subject to cost constraints is obtained in a similar manner.

We remark that either of these optimization problems can be solved for a fixed $L$ and $w$. For application to our multilevel problem, in an outer loop we solve one of these problems, say (25), for many choices of number of levels $L$, which results in several optimal costs. We then choose the value of $L$ that results in the smallest cost. ${ }^{1}$

Algorithm 1 summarizes our numerical method for multilevel DQ, including the steps in sections 5.1-5.2.

The formulas described above allow us, in the case of the accuracy-constrained optimization (25), to determine the total cost required to achieve a given accuracy $\epsilon$. Analogously, we can compute the achievable accuracy for the cost-constrained optimization (26) given a fixed cost budget $\bar{C}$.

[^1]Algorithm 1. Multilevel Designed Quadrature (MLDQ)<br>Specify parameters $\alpha, \beta, r$ and $C_{\mathcal{H}}, C_{\mathcal{S H}}$ from an offline analysis<br>Compute $w$ for different choices of level $L$<br>3: Compute the optimization parameters $a_{i}$ and $b_{i}$; cf. (24a) and (24b)<br>4: Solve the optimization problem for different choices of $L$<br>5: Select the optimal number of levels based on the smallest cost (or error) and use the corresponding rounded half-up $\left\lceil\frac{\left\lfloor 2 M_{i}\right\rfloor}{2}\right\rceil$ where $\lceil$.$\rceil and \lfloor$.$\rfloor are ceiling and floor$ functions for number of nodes at each level<br>6: Design quadrature for $\left\{M_{i}\right\}_{i=0}^{L}$ points in $N$ dimensions using the discussion for fixed-M DQ; cf. section 4.2<br>7: Estimate the actual cost and error (with respect to the most accurate parametric solution, i.e., finest mesh and largest size quadrature rule)

Corollary 5.1. Consider the setup of Proposition 5.1. Then given a computational budget (cost), $\bar{C}$, the MLDQ procedure, Algorithm 1, utilizing the costconstrained optimization (26) and its associated solution (28), commits an error bounded as

$$
\begin{equation*}
\left\|\mathbb{E} u-\tilde{u}_{L}\right\|_{H_{0}^{1}(D)} \leq \bar{C}^{-r}\left(h_{0} C_{S \mathbb{H} C}\right)^{r+1}\left[\frac{\nu^{L+1}-1}{\nu-1}\right]^{r+1}, \tag{29}
\end{equation*}
$$

where

$$
C_{S H C C}:=C_{S H}^{\frac{1}{r+1}} C_{C}^{\frac{r}{r+1}}, \quad \quad \nu:=\eta^{\left[\frac{\gamma r+\beta}{r+1}\right]}>1 .
$$

In addition, given a desired accuracy $\epsilon$ in the $M L D Q$ procedure, then Algorithm 1, utilizing the accuracy-constrained optimization (25) and its associated solution (27), incurs the total cost,

$$
\begin{equation*}
g_{c}\left(\boldsymbol{M}^{*}\right)=\epsilon_{\mathcal{S}}^{-1 / r}\left(h_{0} C_{S H C}\right)^{(r+1) / r}\left[\frac{\nu^{L+1}-1}{\nu-1}\right]^{(r+1) / r} . \tag{30}
\end{equation*}
$$

Proof. The result (29) is deducible from a direct manipulation of $g_{e}\left(\boldsymbol{M}^{*}\right)$ with $\boldsymbol{M}^{*}$ as in (28). To prove (30), a similar manipulation of $g_{c}\left(\boldsymbol{M}^{*}\right)$ with $\boldsymbol{M}^{*}$ as in (27) results in the equality

$$
g_{c}\left(\boldsymbol{M}^{*}\right)=[(1-w) \epsilon]^{-1 / r}\left(h_{0} C_{S H C C}\right)^{(r+1) / r}\left[\frac{\nu^{L+1}-1}{\nu-1}\right]^{(r+1) / r} .
$$

Replacing $(1-w) \epsilon$ with $\epsilon_{\mathcal{S}}$ results in (30). Numerical verification of these estimates is provided in section 6.

According to (30), the cost scales like $\epsilon^{-1 / r}$ and hence large $r$, increases the efficiency of the method. The error bound (29) scales like $\bar{C}^{-r}$, so that increased computational investment (increased $\bar{C}$ ) results in rate- $r$ algebraic error decay, showing that this method is efficient if $r$ is large. In both cases, large $r$ is beneficial, which corresponds to designing accurate quadrature rules.

Remark 5.1. We emphasize that there is a training (or offline) cost to the DQ approach in this paper. This cost is pertinent to estimating the initial size of the index
set, which involves designing quadrature for some known index sets as described in section 4.2.1. We also note that using the MLDQ approach involves another offline cost. In particular, the key optimization parameters in this approach, i.e., $\alpha, \beta, r, C_{\mathcal{H}}, C_{\mathcal{S H}}$, are obtained from an offline analysis, which considers multiple spatial meshes as well as quadrature rules to evaluate the convergence rate for spatial and stochastic approximations. Details of computation for these parameters are provided in section 6.1.1.

## 6. Numerical examples.

6.1. Linear elasticity. We consider a linear elastic structure shown in Figure 2 to compute the statistics of the displacement within the domain. To find the displacement, we solve the equations governing linear elasticity $\nabla \cdot \boldsymbol{\sigma}+f=0$, where $\boldsymbol{\sigma}$ is the stress tensor and $\nabla \cdot$ is the divergence operator. This results in a linear elliptic PDE for the displacement $u$ that has the form (2) and, with the notation in this section, reads $-\nabla \cdot(E(\boldsymbol{y}, \boldsymbol{x}) \nabla u)=f$, where $E(\boldsymbol{y}, \boldsymbol{x})$ is the elastic modulus that is considered as a random field whose centered logarithm is parameterized by a Karhunen-Loéve expansion,

$$
\begin{equation*}
E(\boldsymbol{y}, \boldsymbol{x})=E_{0}(\boldsymbol{x})+\exp \left[\sum_{i=1}^{N} \sqrt{\lambda_{i}} E_{i}(\boldsymbol{x}) y_{i}(\omega)\right] . \tag{31}
\end{equation*}
$$

Note that this example does not fall into the framework where the theory of section 2.1 applies. Nevertheless, the multilevel DQ algorithm can be applied to this kind of parameterized problem.

In this example the random variables are uniform $y_{i} \sim U[-1,1]$, and the eigenvalues $\lambda_{i}$ and basis functions $E_{i}$ are taken as those for an exponential kernel $C\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ on $D=[0,1]^{2}$. For the 1D case with $D=[0,1]$ we have [31]

$$
C\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\exp \left(-\left\|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right\|_{1}\right), \quad \lambda_{i}^{1 D}=\frac{2}{\kappa_{i}^{2}+1}, \quad b_{i}^{1 D}=A_{i}\left(\sin \left(\kappa_{i} \boldsymbol{x}\right)+w_{i} \cos \left(\kappa_{i} \boldsymbol{x}\right)\right)
$$



Fig. 2. Linear elastic structure with varying size mesh. The quantity of interest is the displacement of the point indicated with the black dot.
where $\kappa_{i}$ are the positive ordered solutions to

$$
\tan (\kappa)=\frac{2 \kappa}{\kappa^{2}-1}
$$

We make the approximation $\kappa_{i} \approx i \pi$, which is the asymptotic behavior of these solutions. Using this approximation for $\kappa_{i}$, we then consider a two-dimensional domain $D=[0,1]^{2}$ with eigenpairs

$$
\begin{equation*}
\lambda_{i}=\lambda_{i_{j}}^{1 D} \lambda_{i_{k}}^{1 D}, \quad E_{i}=b_{i_{j}}^{1 D} \otimes b_{i_{k}}^{1 D} \quad \text { for some } \quad i_{j}, i_{k} \in \mathbb{N}, \tag{32}
\end{equation*}
$$

where $\otimes$ is the tensor product. We assume a constant centered elastic modulus $E_{0}=3$ and consider the norm of two-dimensional (2D) displacement ( $u=\sqrt{u_{x}^{2}+u_{y}^{2}}$ ) at a point in the middle of the domain, $q=u\left(\boldsymbol{x}_{0}\right)$, with $\boldsymbol{x}_{0}$ indicated by the position of the black dot in the figure, as the quantity of interest. We also consider total order polynomial index sets $\Lambda_{j}^{T}=\Lambda_{j}^{\mathrm{TD}}$ for performing our DQ training as described in section 4.2, resulting in $M_{j}^{T}$ nodes for each quadrature rule.

In this example we will consider $N=2$ and $N=10$ dimensional problems. The selection of bases is based on the magnitude of the eigenvalues in two dimensions; cf. (32). We compute a large number of 2 D eigenvalues and sort them based on their magnitude; we then choose first $N=2$ and $N=10$ eigenvalues and their corresponding eigenvectors to include in the Karhunen-Loéve expansion; cf. (31).

The finite element analysis of the linear elastic structure shown in Figure 2 is performed using part of the standard code for topology optimization [2]. Assuming a unit length for the dimensions of the square structure and providing the mesh size $h$, the analysis is performed with $1 / h \times 1 / h$ bilinear square isotropic finite elements.
6.1.1. $\mathbf{N}=\mathbf{2}$ dimensions. In an offline step, we approximate the constants $\alpha, \beta$, and $r$. To that end we consider a hierarchy of meshes $h_{0}=\frac{1}{4}$ and $h_{i}=h_{0} 2^{-i}$ for $i=1, \ldots, 7$. In order to estimate the desired constants, we utilize a very accurate parametric DQ rule $\mathcal{S}_{M_{\uparrow}}$, which integrates on the polynomial space $\Lambda=\Lambda_{17}^{\mathrm{TD}}$, resulting in $M_{\uparrow}=93$ nodes. We will also need a relatively inaccurate quadrature DQ rule $\mathcal{S}_{M_{\downarrow}}$, which uses $M_{\downarrow}=3$ quadrature points associated with the index set $\Lambda_{2}^{\mathrm{TD}}$.

We estimate $\alpha$ by varying mesh size (the index $i$ ) and using a fixed high-order quadrature rule, denoted by $\mathcal{S}_{M_{\uparrow}}$. The parameter $\beta$ is obtained by varying the mesh size in the difference of $u_{h_{i}}-u_{h_{i+1}}$ using the fixed accurate rule $\mathcal{S}_{M_{\uparrow}}$ and relatively inaccurate rule $\mathcal{S}_{M_{\downarrow}}$ order quadrature, and parameter $r$ is obtained by varying the quadrature order. The following steps summarize the estimation of the parameters $\left(\alpha, \beta, r, C_{\mathcal{H}}, C_{\mathcal{S} H}\right)$ :

- $\alpha, C_{\mathcal{H}}$ : These constants are defined by (7), so we inspect the slope of the graph of $\sqrt{S_{M_{\uparrow}}\left(u_{7}\left(\boldsymbol{x}_{0}\right)-u_{i}\left(\boldsymbol{x}_{0}\right)\right)^{2}}$ versus $h_{i}$ for $i=0, \ldots, 6$ on a log scale for both axes to obtain $r$. The constant $C_{\mathcal{H}}$ is also obtained as the multiplicative coefficient associated with the fitted line. See Figure 3, left.
- $\beta$ : Combining (9) and (8) and knowing $C_{\mathcal{S H}}=C_{\mathcal{S}} C_{\mathbb{H}}$, we have
(33) $\left|\mathbb{E}\left(u_{i}\left(\boldsymbol{x}_{0}\right)-u_{i-1}\left(\boldsymbol{x}_{0}\right)\right)-\mathcal{S}_{M_{j}^{T}}\left(u_{i}\left(\boldsymbol{x}_{0}\right)-u_{i-1}\left(\boldsymbol{x}_{0}\right)\right)\right| \leq C_{\mathcal{S} \mathbb{H}}\left(M_{j}^{T}\right)^{-r} h_{i}^{\beta}$.

We use our refined quadrature rule $\mathcal{S}_{M_{\uparrow}}$ to emulate the expectation $\mathbb{E}$, and for identification of $\beta$ replace $\mathcal{S}_{M_{j}^{T}}=\mathcal{S}_{M_{\downarrow}}$. Then, by varying the index $i$, we expect behavior of the form


FIG. 3. Identification of constants $\alpha=1.7, C_{\mathcal{H}}=7.42, \beta=1.87, C_{\mathcal{S H}}=146.21$, and $r=9.17$ for $N=2$ stochastic variables.

$$
\left|\mathcal{S}_{M^{\uparrow}}\left(u_{i}\left(\boldsymbol{x}_{0}\right)-u_{i-1}\left(\boldsymbol{x}_{0}\right)\right)-\mathcal{S}_{M_{\downarrow}}\left(u_{i}\left(\boldsymbol{x}_{0}\right)-u_{i-1}\left(\boldsymbol{x}_{0}\right)\right)\right| \lesssim h_{i}^{\beta}
$$

from which we can compute an estimate of $\beta$ by plotting the left-hand side versus $h_{i}$ on a logarithmic plot. This is done in Figure 3, center (blue curve).

- $r, C_{\mathcal{S H}}$ : Another experiment from the estimate (33) is to fix $i$, resulting in the estimate

$$
\frac{1}{h_{i}^{\beta}}\left|\mathbb{E}\left(u_{i}\left(\boldsymbol{x}_{0}\right)-u_{i-1}\left(\boldsymbol{x}_{0}\right)\right)-\mathcal{S}_{M_{j}^{T}}\left(u_{i}\left(\boldsymbol{x}_{0}\right)-u_{i-1}\left(\boldsymbol{x}_{0}\right)\right)\right| \leq C_{\mathcal{S} \mathbb{H}}\left(M_{j}^{T}\right)^{-r} .
$$

Similarly, using the first assumption in (8) (associated with $h_{0}$ ) yields

$$
\frac{1}{h_{0}^{\beta}}\left|\mathbb{E} u_{i}\left(\boldsymbol{x}_{0}\right)-\mathcal{S}_{M_{j}^{T}} u_{i}\left(\boldsymbol{x}_{0}\right)\right| \leq C_{\mathcal{S H}}\left(M_{j}^{T}\right)^{-r} .
$$

Since $\beta$ is already computed, the above estimates result in a strategy to approximate $r$ and $C_{\mathcal{S} \mathbb{H}}$ by varying $j$. These experiments are run for two values of $i$ in Figure 3, right. In addition, we can verify the assumption in (8) that $\mathbb{H}\left(u_{i}\right)$ is bounded independent of $i$, which is verified in Figure 3, center (black curve).
Figure 3 is an experimental summary of the above parameter estimation and also lists the values of the computed constants for this example. To find the dashed lines in the plots (regression lines), we perform a least square regression on the data points in each plot. The following spatial approximations are used in the first two plots (left and middle panes):

- Left pane: $u_{h} \in\left\{u_{\frac{1}{4}}, u_{\frac{1}{8}}, \ldots, u_{\frac{1}{256}}\right\}$.
- Middle pane (black curve): $u_{h} \in\left\{u_{\frac{1}{4}}, u_{\frac{1}{8}}, \ldots, u_{\frac{1}{512}}\right\}$.
- Middle pane (blue curve): $u_{h}-u_{2 h} \in\left\{u_{\frac{1}{8}}-u_{\frac{1}{4}}, u_{\frac{1}{16}}-u_{\frac{1}{8}}, \ldots, u_{\frac{1}{512}}-u_{\frac{1}{256}}\right\}$.

We now investigate the solution of the budget optimization problem introduced in section 5.2. We solve the optimization problem numerically with built-in MATLAB functions with 100 randomized initial guesses. We fix $L=4$ and $\epsilon=0.01$, which yields $w=0.63$. The objective and constraint functions for one of the numerical solutions (with random initial guess) are $\tilde{C}=672.7702$ and $g_{e}-(1-w) \epsilon=1.82 \times 10^{-09}$, respectively, whereas the exact analytical values are $\tilde{C}=672.7701$ and $g_{e}-(1-w) \epsilon=$ $4.33 \times 10^{-19}$. It is apparent that the analytical values are in satisfactory agreement
with the numerical optimization values. It is also worthwhile to scrutinize the estimate values of the computational cost in this example. This particular value is obtained by using (22) and knowing the number of nodes $M_{L-i}$ at each level as well as the mesh sizes $h_{i}$. Since $L=4$ levels are used in this example, the computational cost involves the mesh sizes $\left\{h_{0}=\frac{1}{4}, h_{1}=\frac{1}{8}, \ldots, h_{4}=\frac{1}{64}\right\}$. The mesh sizes are fixed throughout the examples, but the number of points for different levels in each example is different which gives rise to different estimates for computational cost.

With the solution to the optimization problem, we can investigate the multilevel cost associated with different levels $L$ for each fixed error tolerance $\epsilon$, which is shown in Figure 4, left. We choose 20 equispaced values of $\epsilon$ on the interval $\left[10^{-3}, 10^{-1}\right]$, which yields 20 curves that are plotted. It is evident that for each $\epsilon$, the smallest $L$ yields the minimum cost, but for some values of $\epsilon$, one cannot achieve the required tolerance without $L>1$. On the right pane of Figure 4 , we show the the smallest total cost that can be achieved for the prescribed tolerance. It is noted that in all cases (of prescribed $\epsilon$ ), the smallest cost is associated with the smallest level. This log-log figure also shows that as the prescribed error increases, the theoretical cost decreases almost linearly. In the case of actual cost versus error, however, the growth of cost as a function of error is not always linear (in the $\log -\log$ scale); e.g., see Figure 6.


Fig. 4. Optimal cost with respect to the number of levels (top-left), optimal cost versus total error for varying $L$ (top-right), cost versus error for a fixed $L=6$ (bottom-left), and verification of Corollary 5.1 with the estimated rate of convergence $1 / r=0.109$ matching the rate $r=9.17$ in Figure 3 (bottom-right).

To verify Corollary 5.1 we perform another experiment: we fix $L$ to a large enough value $(L=6)$, which yields $w \in[0,1]$ for all choices of $\epsilon$ (cf. (23)) and compute the theoretical estimates for cost from (24a) and (27). We then normalize this theoretical cost by dividing by the second and third multiplicative terms in the right-hand side of (30) to find the normalized cost $\tilde{C}_{\text {norm }}$, i.e.,

$$
\begin{equation*}
\tilde{C}_{\text {norm }}=\frac{g_{c}\left(\boldsymbol{M}^{*}\right)}{\left(h_{0} C_{S \mathbb{H} C}\right)^{(r+1) / r}\left[\frac{\nu^{L+1}-1}{\nu-1}\right]^{(r+1) / r}} . \tag{34}
\end{equation*}
$$

The bottom left pane in Figure 4 shows the theoretical cost with fixed $L$ against the error, and the bottom right pane shows the normalized cost $\tilde{C}_{n o r m}$ versus error, which is a straight line with the negative slope $1 / r$ in the log-log scale verifying the result in Corollary 5.1.

For the case $L=6$ and $\epsilon=0.001$, which corresponds to $\tilde{C}=1.038 \times 10^{4}$, the optimal number of points is $\boldsymbol{M}=\{1.36,1.78,2.32,3.02,3.94,5.14,6.85\}$. We round these numbers to $\boldsymbol{M}=\{1,2,2,3,4,5,7\}$, which requires the generation of ( $1,2,3,4,5,7$ )-point rules in $N=2$ dimensions. To generate the DQ training data, we generate quadrature rules associated with total degree sets, $\Lambda=\Lambda_{p}^{\mathrm{TD}}$, and fit a $|\Lambda|$ versus $M$ curve, which is shown in Figure 5, left (black curve). From this, we can generate initial guesses for the index set $\Lambda$ and perform fixed- $M$ DQ, which results in actual $M$-point quadrature rules for any value of $M$. The cardinality of these actual DQ quadrature rules is shown in Figure 5, left (blue curve). An example of an $M=5$-point rule is shown in the right pane of Figure 5, having a DQ index set size of $|\Lambda|=14$ and a DQ residual of $\delta=\|\boldsymbol{R}\|=4.72 \times 10^{-12}$.

The actual error can now be computed for different prescribed values of error tolerances $\epsilon$ using the multilevel DQ strategy. Figure 6 shows the actual error using the MLDQ strategy and compares it with a stochastic approximation on just the finest mesh. The true solution is a refined estimator computed with $\mathcal{S}_{M_{\uparrow}}$ and $h=h_{7}$. It is apparent that the MLDQ achieves the same magnitude of error at a much lower cost compared to the single level of fine mesh approximation.

We note that MLDQ always outperforms DQ and achieves higher accuracies with less computational effort. However, in situations in which the maximum value of $L$ is restricted, the performance of MLDQ approaches that of DQ, as we observe in Figure 6


Fig. 5. Finding the size of index set from the number of points (left); $D Q$ for $M=5, N=2$.


Fig. 6. Actual cost versus error for $M L D Q$ and $D Q$ with the finest mesh $h=1 / 512$. The black horizontal lines connects the actual error to the prescribed $\epsilon$ in the optimization problem.
when the error tolerance is decreased below $10^{-5}$ (in this experiment the maximum $L$ allowed is 6 ). The same behavior occurs when comparing standard Monte Carlo with a multilevel Monte Carlo method with the same level restriction and is expected: in this case the weight $w$ changes so as to address all computational efforts towards reducing the statistical error (since the discretization error is fixed for fixed $L$ ), and many more samples/points are needed on all levels. The consequence is that in this scenario multilevel methods effectively start acting as single-level methods.

Remark 6.1. As mentioned previously, the error achieved by the MLDQ procedure with a prescribed accuracy (as described in section 5 ) is influenced by the spatial approximation error. In theory the method can achieve any small errors, as shown in Table 1. In practice, however, depending on the convergence rate of the spatial approximation, i.e., $\alpha$ (cf. (7)) and the number of levels $L$, different estimates are obtained for $w$ which indicates the weight (or contribution) of spatial error in the total error. The weight $w$ must be within a range $[0,1]$ in our analysis. For smaller $\epsilon$ 's and a fixed spatial convergence rate, one should increase $L$ to achieve $w \in[0,1]$, but this is not always possible in practice. To investigate what happens in this case, we fixed $L=6$ in Figure 6 .


Fig. 7. Identification of constants $\alpha=1.7, C_{\mathcal{H}}=2.01, \beta=1.91, C_{\mathcal{S H}}=0.074$, and $r=2.08$ for $N=10$ stochastic variables.
6.1.2. $\mathrm{N}=10$ dimensions. We use the same problem setting and setup but with a higher number of parameters, $N=10$. Similarly to Figure 3, we find the constants $\left(\alpha, \beta, r, C_{\mathcal{H}}, C_{\mathcal{S H}}\right)$ that we use in the optimization problem; cf. Figure 7. As in the previous example, we use the following spatial approximations in the first two panes in this figure:

- Left pane: $u_{h} \in\left\{u_{\frac{1}{4}}, u_{\frac{1}{8}}, \ldots, u_{\frac{1}{256}}\right\}$.
- Middle pane (black curve): $u_{h} \in\left\{u_{\frac{1}{8}}, \ldots, u_{\frac{1}{512}}\right\}$.
- Middle pane (blue curve): $u_{h}-u_{2 h} \in\left\{u_{\frac{1}{16}}-u_{\frac{1}{8}}, \ldots, u_{\frac{1}{512}}-u_{\frac{1}{256}}\right\}$.

We observe that the rate $r$ of error decay with respect to the number of samples is significantly smaller compared to the previous example. We investigate the difference between the two optimization results in section 5.2 : we can minimize the cost $\tilde{C}$ subject to an accuracy tolerance certification $\epsilon$ (as done in the previous example), or we can minimize the accuracy $\epsilon$ subject to a given cost budget $\tilde{C}$. The result of these optimizations is shown in Figure 8. Figure 8 also shows the results associated with the verification of Corollary 5.1 for both optimization scenarios. The slopes of regression lines are obtained as $1 / r=0.48$ and $r=2.08$, as expected from Corollary 5.1. Note that the normalized error $\epsilon_{\text {norm }}$ is obtained in a similar manner as $\tilde{C}_{\text {norm }}$ (cf. (34)) by normalizing $g_{e}\left(\boldsymbol{M}^{*}\right)$ with the second and third terms in the right-hand side of (29), i.e.,

$$
\begin{equation*}
e_{n o r m}=\frac{g_{e}\left(\boldsymbol{M}^{*}\right)}{\left(h_{0} C_{S H}\right)^{r+1}\left[\frac{\nu^{L+1}-1}{\nu-1}\right]^{r+1}} \tag{35}
\end{equation*}
$$

We compute the actual error after finding the optimal number of points for both cases of optimization in Figure 8. We computed the error against the most accurate solution, which is obtained with the finest mesh and sparse grid nodes for a high order. In particular, we use an $M=5281$ sparse grid rule to find the true solution and use a smaller number of sparse grid nodes to obtain the curves associated with the sparse grid; cf. Figure 9. The sparse grid nodes are taken from [24, 25]. In particular, we use the 10 -dimensional rule which considers the Kronrod-Patterson nested rule as the underlying univariate quadrature. This particular type of sparse grid is already computed and tabulated in [24] and is denoted by "KPU" (i.e., Kronrod-Patterson rule in conjunction with uniform weight). Results associated with sparse grids in Figure 9 (red curves) are obtained with (1, 2, 201, 1201)-point rules, which correspond to total order polynomials $(1,3,5,7)$. The sparse grid nodes yield higher costs for


Fig. 8. Cost versus error for two optimization problems: minimize $\tilde{C}$ subject to $\epsilon$ (top-left); minimize $\epsilon$ subject to $\tilde{C}$ (top-right). In the left figure, 20 values for error constraint are considered in the range $\epsilon \in\left[10^{-4}, 10^{-2}\right]$. Similarly, in the right figure, 20 values for cost constraint are considered in the range $\tilde{C} \in\left[10^{2}, 10^{4}\right]$. Verification of Corollary 5.1 with the estimated rate of convergence $1 / r=0.48$ and $r=2.08$ for both scenarios of cost and error minimization subject to error and cost constraints (bottom row). The estimated rate of convergence matches the rate $r=2.08$ in Figure 7 .
the same error or larger error for the same cost. It is also again observed that the MLDQ strategy is more efficient than the single-level DQ (with the finest mesh) and the sparse grid. Another observation in these results associated with the higher dimension example is the sublinear growth of actual cost as a function of error in the $\log$-log scale. The same behavior is also observed in the 100-dimension example in the next section; see Figure 13.

Finally in this example, to better demonstrate the effectiveness of the MLDQ approach over other multilevel approaches that consider other quadrature rules, e.g., sparse grids, we compute the number of samples needed for MLDQ at each level and compare them with the number of points that can be selected from sparse grids. Results for different prescribed accuracies are listed in Table 1. As the number of levels increases, more points are needed, and that adversely affects the multilevel stochastic collocation (MLSC) approach, which uses sparse grids for stochastic computations.

To find the number of points associated with MLSC in Table 1, we perform the cost minimization subject to error constraint to find the number of points for the


Fig. 9. Actual cost versus error for two optimization problems: minimize $\tilde{C}$ subject to $\epsilon$ (left); minimize $\epsilon$ subject to $\tilde{C}$ (right). Results are compared with the finest mesh and different levels of quadrature accuracy for both $D Q$ and sparse grids ( $S G$ ).

Table 1
Number of samples needed at each level for various prescribed accuracies for $M L D Q$ and MLSC.

| MLDQ, $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\epsilon=10^{-2}$ | 3 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |
| $\epsilon=10^{-4}$ | 85 | 33 | 14 | 6 | 2 | 1 | 1 | 1 |  |  |  |  |
| $\epsilon=10^{-6}$ | 1988 | 767 | 318 | 132 | 55 | 23 | 9 | 4 | 2 | 1 | 1 | 1 |
| MLSC, $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| $\epsilon=10^{-2}$ | 21 | 1 | 1 | 1 |  |  |  |  |  |  |  |  |
| $\epsilon=10^{-4}$ | 201 | 201 | 21 | 21 | 21 | 1 | 1 | 1 |  |  |  |  |
| $\epsilon=10^{-6}$ | 5281 | 1201 | 1201 | 201 | 201 | 201 | 21 | 21 | 21 | 1 | 1 | 1 |

MLDQ approach; cf. (27). We then round up this number to the next available sparse grids rule size from [24]. In this way the number of points is expectedly much larger than the DQ rule; however, the larger number of points can potentially yield more accuracy. To investigate cost versus accuracy for the MLSC approach, we compute the actual cost and error in the same manner we have done for MLDQ. To this end, we consider the number of points associated with the scenario with least error (and highest cost) and gradually add to the number of points associated with the finest mesh similarly to what we explained in the first numerical example and the results in Figure 6. There is a major difference in the way we compute the cost for MLSC. MLSC uses sparse grid points that are nested across levels. Therefore, the actual cost of computing $u_{i}-u_{i-1}$ on an effectively nested set of points; e.g., the 21-point rule does not consider the cost of computing $u_{i-1}$ since those computations are already performed for the coarser level with a larger set of nodes (parent nodes), e.g., 201point rule. The actual cost versus error data points for MLSC are also included in Figure 9. We observe that the rate of growth in cost with respect to error decrease is similar for both MLDQ and MLSC. However, the data points in these plots show smaller error and higher cost for the MLSC approach, which uses a larger number of points at the highest level.
6.2. Heat diffusion equation. In this example we consider the problem of heat distribution that is described with a linear elliptic PDE in the form of (2); however, the diffusion coefficient $a$ does not have the form (3), and instead its logarithm is affine



FIG. 10. The finite element discretization for the heat diffusion equation: coarsest mesh (left), finest mesh (right). The quantity of interest is the temperature at the point indicated with the red circle.
in the parameters $\boldsymbol{y}$, which can be unbounded, e.g., modeled as Gaussian random variables. Problems with such types of diffusion coefficients are outside the scope of the theory we have presented in this manuscript (since, e.g., the upper inequality in (4) is violated), but convergence for similar kinds of schemes on such classes of PDEs has been studied, e.g., [7]. The spatial domain and its finite element discretization is shown in Figure 10. We note in particular that due to refinement around the enclosed circle, these meshes are not nested, and so the finite element spaces $U_{i}$ introduced in section 3.1 are not nested. In this case, we cannot directly use the telescoping setup outlined in that section. Instead of defining interpolation operators between spaces (as one remedy might be), we define the quantity of interest for this problem as the solution computed at the location of the red dot in Figure 10, e.g., for some fixed $\boldsymbol{x}^{*} \in D, q_{i}:=u_{i}\left(\boldsymbol{x}^{*}\right)$ for $i=0, \ldots, L$, is a scalar-valued quantity of interest. In this case, all the formalism of section 3.1 can be applied by replacing $u_{i} \in U_{i}$ with $q_{i} \in \mathbb{R}$. The spatial error still manifests in the error committed by $q_{i}$ relative to the exact scalar value. Thus, we must still compute the spatial constants $\beta$ and $C_{H}$ in section 3.2. Finally, we note that assigning $q_{i}=u_{i}\left(\boldsymbol{x}^{*}\right)$ requires that we assume enough regularity for $u_{i}$ so that point evaluation is a bounded functional; in two dimensions utilizing Sobolev embedding, we therefore require that $u \in H^{s}(D)$ for some $s>\frac{2}{2}=1$. This in turn requires $f$ be a bit smoother than $H^{-1}$ in order to ensure that $u \in H^{1+\epsilon}(D)$.

We assume a constant forcing term $f=1$ (which is smooth enough so that $u_{i}\left(\boldsymbol{x}^{*}\right)$ is well defined) and constant Dirichlet boundary conditions on the edges of rectangle, $u=400$, and on the circle, $u=273$. The finite element analysis in this example is performed using the Partial Differential Equation Toolbox in MATLAB. We analyze the domain with triangular meshes that are automatically generated by the program once the mesh size parameter is specified [1]. We assume a KarhunenLoéve expansion for the logarithm of the heat diffusion coefficient, having the same covariance kernel as the previous problem. In this example we use $N=100$ standard normal Gaussian variables. We note that since our Karhunen-Loéve expansion is on the logarithm, strict positivity and boundedness of the elliptic coefficients are ensured with probability 1 , and hence the solution exists and is unique almost surely [6].

For this high-dimensional problem, the training DQ rules are associated with hyperbolic cross index sets $\Lambda_{p}^{T}=\Lambda_{p}^{\mathrm{HC}}$ defined in (12); we train on the index sets associated with $p=2,3,5$. For example, an $M=109$-point DQ rule generated using the strategy in section 4.2 accurately integrates an index set $\Lambda$ with $|\Lambda|=5880$.

Similarly to previous examples, we obtain the constants from an offline analysis that we use in the optimization problem. The identification results are shown in


Fig. 11. Identification of constants $\alpha=1.19, C_{\mathcal{H}}=0.008, \beta=2.31, C_{\mathcal{S} \mathbb{H}}=2.7 \times 10^{-5}$, and $r=2.27$ for the heat diffusion problem with $N=100$ stochastic variables.

Figure 11. The formula of successive mesh sizes in this example is $h_{i}=\left\{0.5 / 1.5^{i}\right\}_{i=0}^{7}$. Note that the mesh sizes are reduced by a factor of 1.5 . We use the following spatial approximations in the first two panes in Figure 11:

- Left pane: $u_{h} \in\left\{u_{h_{0}}, \ldots, u_{h_{6}}\right\}$.
- Middle pane (black curve): $u_{h} \in\left\{u_{h_{0}}, u_{h_{1}}, \ldots, u_{h_{7}}\right\}$.
- Middle pane (blue curve): $u_{h}-u_{1.5 h} \in\left\{u_{h_{1}}-u_{h_{0}}, u_{h_{2}}-u_{h_{1}}, \ldots, u_{h_{7}}-u_{h_{6}}\right\}$.

The relationship between the optimal cost and prescribed error is shown in Figure 12. In contrast to the earlier example, in some cases a larger $L$ yields a lower cost; see top left pane. Given a fixed $\epsilon$, strategies with lower costs are selected as the optimal strategy. To verify Corollary 5.1 , we fix $L=7$ and compute the theoretical cost estimate similarly to previous examples. The bottom row of Figure 12 shows the theoretical cost with fixed $L$ versus error (left pane) and the regression line for the normalized cost $\tilde{C}_{\text {norm }}$ versus error (right pane) with $1 / r=0.44$, which matches the rate of convergence $r=2.27$ in Figure 11.

After finding the optimal number of points for each level, we compute the actual error, which is shown in Figure 13. In this example we compute the actual error against quasi-Monte Carlo rules since sparse grid rules yield a much larger number of points. In particular, we use an $M=8192$-point quasi-Monte Carlo rule generated via a Sobol' sequence to compute the true solution. To this end we use the Sobol' point generator in MATLAB to generate a 100-dimensional Sobol' point sequence. We use $M=\left\{2^{i}\right\}_{i=0}^{10}$ points to obtain the quasi-Monte Carlo curve in Figure 13. Similarly to previous results, the MLDQ is more efficient than the single-level DQ. The single-level DQ also yields lower cost compared to quasi-Monte Carlo points.

Remark 6.2. We emphasize that there is a limit to the number of stochastic dimensions for which the quadrature approaches, including DQ, sparse grids, MLDQ, and MLSC, are plausible. As the number of dimensions grows, it is expected that the quadrature rules cease to be effective as their computation becomes intractable. Contrarily, for large stochastic dimensions or highly nonlinear problems in stochastic space that involve dense index sets, using stochastic sampling such as quasi-Monte Carlo sampling is proven to be more effective. The results in this section are pertinent only to the settings of the considered problem, and we expect that the conclusion drawn from the performance comparison (between quadrature rules and stochastic sampling approaches) would change for problems with different settings, e.g., problems with larger stochastic dimensions or those involving much larger $M$.


Fig. 12. Optimal cost with respect to the number of levels (top-left), optimal cost versus total error with (top-right), cost versus error for a fixed $L=7$ (bottom-left), verification of Corollary 5.1 with the estimated rate of convergence $1 / r=0.44$ matching the rate $r=2.27$ in Figure 11 (bottomright).
7. Concluding remarks. A numerical method for systematic allocation of computational budget to different levels in hierarchical approximation of random PDEs is presented. Using the idea of multilevel Monte Carlo and recent MLSC methods, we propose a method that capitalizes on the flexibility of DQ for stochastic approximation with different levels of accuracy. DQ can be generated for any number of points to exactly integrate polynomials in a finite-dimensional polynomial space (equivalently the size of the index set). This approach substantially mitigates the issue of large growth in the number of points between grid levels, which was reported in previous MLSC methods. In all cases it is shown that the multilevel DQ approach is more efficient than the single-level computation. The algorithm is demonstrated for both cases of minimizing cost subject to error constraints and minimizing error subject to cost constraints. The proposed optimization problem is shown to be convex, and the analytical solution is provided in both cases and verified with numerical examples. We have demonstrated that the proposed method outperforms sparse grid


Fig. 13. Actual cost versus error for $M L D Q$. The solid lines show the cost versus error for the finest mesh with two integration methods in high dimensions: $D Q$ and quasi-Monte Carlo (QMC).
quadrature and quasi-Monte Carlo approaches in the numerical examples considered on linear elasticity and heat diffusion problems with moderate stochastic dimensions. Future directions could explore extensions of this approach to a multi-index Monte Carlo-inspired method, which could help reduce the curse of dimensionality.
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