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ABSTRACT

Thermal radiation is an important physical process and a key mechanism in a class of

challenging engineering and research problems. The principal exascale-candidate appli-

cation motivating this research is a large eddy simulation (LES) aimed at predicting the

performance of a commercial, 1200 MWe ultra-super critical (USC) coal boiler, with radia-

tion as the dominant mode of heat transfer. Scalable modeling of radiation is currently one

of the most challenging problems in large-scale simulations, due to the global, all-to-all

physical and resulting computational connectivity. Fundamentally, radiation models im-

pose global data dependencies, requiring each compute node in a distributed memory system

to send data to, and receive data from, potentially every other node. This process can be

prohibitively expensive on large distributed memory systems due to pervasive all-to-all

message passing interface (MPI) communication. Correctness is also difficult to achieve

when coordinating global communication of this kind. Asynchronous many-task (AMT)

runtime systems are a possible leading alternative to mitigate programming challenges

at the runtime system-level, sheltering the application developer from the complexities

introduced by future architectures. However, large-scale parallel applications with com-

plex global data dependencies, such as in radiation modeling, pose significant scalability

challenges themselves, even for a highly tuned AMT runtime. The principal aims of this

research are to demonstrate how the Uintah AMT runtime can be adapted, making it

possible for complex multiphysics applications with radiation to scale on current petascale

and emerging exascale architectures. For Uintah, which uses a directed acyclic graph to

represent the computation and associated data dependencies, these aims are achieved

through: 1) the use of an AMT runtime; 2) adapting and leveraging Uintah’s adaptive

mesh refinement support to dramatically reduce computation, communication volume,

and nodal memory footprint for radiation calculations; and 3) automating the all-to-all com-

munication at the runtime level through a task graph dependency analysis phase designed to

efficiently manage data dependencies inherent in globally coupled problems.
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CHAPTER 1

INTRODUCTION

The exponential growth in high-performance computing (HPC) over the past 20 years

has been fueled by a wave of scientific insights and discoveries, many of which would not

be possible without the integration of HPC capabilities. This trend is continuing, with the

United States Department of Energy (DOE) Exascale Computing Project (ECP) [2] listing 25

major applications focus areas [3] in energy, science, and national security missions. Many

of these applications have significant economic and scientific impact, with solutions that

can be advanced only by applying HPC techniques and resources. A broad class of such

problems includes large-scale multiphysics applications requiring long-range interactions,

such as molecular dynamics [4], cosmology [5], neutron transport [6], and radiative heat

transfer calculations [7]. Thermal radiation in particular is an important physical process

and a key mechanism in a class of challenging engineering and research problems. A

principal challenge in modeling radiative heat transfer, however, is the strong nonlocal

nature of radiation, with potential propagation of radiation across the entire domain from

any point.

1.1 Target Problem
This research is motivated primarily by the target problem of University of

Utah Carbon Capture Multidisciplinary Simulation Center (CCMSC), funded by the

National Nuclear Security Administration (NNSA) Predictive Science Academic Alliance

Program (PSAAP) II. The principal aim of the Utah CCMSC is, through petascale and

eventually exascale simulations, to predict the performance of a commercial, 1200 MWe

ultra-supercritical (USC) coal boiler being developed by General Electric (GE) Alstom

Power, with radiation as the dominant mode of heat transfer. GE Power is currently

building new coal-fired power plants throughout the world. Many of these units may

potentially be 1200 MWe, twin-fireball (no dividing wall), USC units, each providing
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power for nearly 1 million individuals. An example of such a power plant (˜90 m tall)

is shown in Figure 1.1. Historically, twin-fireball (or eight-corner) units became part of

the GE Power product offering because of the design uncertainty in scaling four-corner

units from a lower Megawatt (MW) rating to a much higher MW rating. In order to

decrease risk, both from GE Power’s viewpoint, as well as from the customer’s viewpoint,

two smaller units were joined together to form a larger unit. Both the eight-corner units

and the four-corner units have different mixing and wall absorption characteristics that

must be fully understood in order to mitigate risk and have confidence in their respective

Figure 1.1. CAD rendering of GE Power’s 1200 MWe USC two-cell pulverized.



3

designs. One key to this understanding is how the separated over-fired air (SOFA)

inlets (Figure 1.2) that inject pulverized coal and oxygen into the combustion chamber

should be positioned and oriented and what effect these positions have on the heat

flux distribution throughout the boiler. The position of the SOFAs, as well as the firing

angle and penetration of the SOFA jets, determines the stoichiometry, swirl strength, and

temperature profiles in both the core of the furnace and in the near-wall region at the

SOFA and upper furnace elevations. As a consequence, the SOFA configuration has a

significant impact upon the furnace characteristics being studied

SOFA

Windbox

Figure 1.2. Primary wind-box and separated over fired air (SOFA) inlets.
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From a computational perspective, a key focus of the Utah CCMSC is on using extreme-

scale computing for reacting, large eddy simulation (LES)-based codes within the Uintah

open-source framework, using current machines such as Titan and Mira, as well as the

upcoming Summit and A21 systems, in a scalable manner. The CCMSC target simulation

has been considered as an ideal exascale candidate given that the spatial and temporal

resolution requirements on physical grounds give rise to problems between 50 and 1000

times larger than those we can solve today. Hence, the physical size of the CCMSC target

boiler simulations necessitates the use of these large machines at near-capacity to ade-

quately resolve the computational domain in a tractable amount of time. Figure 1.3 shows

the CCMSC target boiler problem with a lower resolution, structured mesh.

Combustion systems such as furnaces and pool fires are radiation dominated [8]. Ra-

diation is the dominant mode of heat transfer in the CCMSC boiler simulations, and be-

cause radiative heat transfer rates are generally proportional to the fourth power of the

temperature, applications such as the CCMSC boiler simulations that simulate a turbulent

combustion process are highly influenced by the accuracy of the radiation models used [9].

Radiation is fundamental to the CCMSC target problem, where the entire computational

domain needs to be resolved to adequately model the radiative heat flux. Within the boiler,

the hot combustion gases radiate energy to the boiler walls and to tubes carrying water

and steam that is superheated to a supercritical fluid. This steam acts as the working

fluid to drive the turbine for power generation. The residual energy in the mixture passes

through a convective heat exchange system to extract as much of the remaining energy as

possible into the working fluid. This radiative flux depends on the radiative properties

of the participating media and temperature. The mixture of particles and gases emits,

absorbs, and scatters radiation, the modeling of which is a key computational element in

these simulations.

Scalable modeling of radiation, however, is currently one of the most challenging prob-

lems in large-scale simulations, due to the global, all-to-all nature of radiation, potentially

affecting all regions of the domain simultaneously at a single instance in time [10]. Funda-

mentally, radiation models impose global data dependencies, requiring each compute node to

send data to and receive data from potentially every other node. The radiation calculation,

in which the radiative-flux divergence at each cell of the discretized domain is calculated,
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Figure 1.3. Boiler chamber with overlain structured mesh.

can be prohibitively expensive in terms of computational analysis, communication vol-

ume, and nodal memory footprint. Depending on the optical properties of the gas mixture

and particles, radiation may take as much as 80% of the total computation time in a reactive

flow simulation [8] when using approaches such as the discrete ordinates method (DOM,

Section 2.2), one of the standard approaches to computing radiative heat transfer.

To simulate the Utah CCMSC target boiler problem requires expertise from many do-

mains, including computer science, chemical engineering, fluid and material dynamics,
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radiative heat transfer, coal combustion, LES, fire simulations, and multiscale modeling

physics. This broad requirement has necessitated a framework that facilitates the coop-

eration between experts from different domains [11] to solve such complex multiscale

multiphysics problems. Uintah [12], an open-source (MIT License) computational frame-

work, has been employed by the Utah CCMSC to achieve this goal. Other industrial codes,

such as Fluent, incorporate straightforward radiation models such as the discrete ordinates

method in Fluent and Airpack [13], but scale to relatively small numbers of cores. At the

national labs, many cutting-edge codes have been developed, such as Fuego, CFDLIB,

Kiva, and radiation codes ATTILA, DANTE, WEDGEHOG, PARTISN [14, 15], but many

of these are not generally available, are unsupported, or are targeted at other problems

such as neutron transport.

The Uintah runtime then becomes a central focus of this dissertation. Uintah has

been widely used for many different types of problems involving fluids, solids, and fluid-

structure interaction problems, and it makes use of a component design that enforces

separation between large entities of software that can be swapped in and out, allowing

them to be independently developed and tested within the entire framework. The Uintah

component approach allows the application developer to only be concerned with solv-

ing the partial differential equations on a local set of block-structured adaptive meshes,

without worrying about explicit message passing calls or notions of parallelization or load

balancing. This approach also allows the developers of the underlying parallel infras-

tructure to focus on scalability concerns, including load balancing, task scheduling, and

communications. This component-based approach to solving complex problems allows

improvements in scalability to be immediately applied to applications without any addi-

tional work by the application developer.

At its core, Uintah is an asynchronous many-task (AMT) runtime system, and at the

scales at which the CCMSC target boiler simulations are run, this becomes a necessity as

the current focus in the design of large HPC codes is to make them as asynchronous as

possible as a mechanism to improve application performance. AMT runtime systems are

a possible leading alternative to mitigate exascale challenges at the runtime system-level,

sheltering the application developer from the complexities introduced by future architec-

tures [16]. Tasks scheduled by the AMT runtime may be executed in an adaptive manner,
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effectively overlapping communication and computation. However, large-scale parallel

applications with complex global data dependencies, such as in radiation modeling, pose

significant scalability challenges themselves, even for a highly tuned AMT runtime.

Ultimately, through this research, the addition of a scalable, hierarchical radiation

solver within Uintah will also benefit the general computational science engineering

community in applications areas such as turbulent combustion simulation and

other energy-related problems. The broader impact of this work may ultimately

include algorithmic developments for related problems with pervasive all-to-all type

communications in general, such as long-range electrostatics in molecular dynamics, and

will be of importance to a broad class of users, developers, scientists, and students for

whom such problems are presently a bottleneck.

1.2 Parallelism
It can be said that the objective of a parallel system is the fast execution of applications,

faster than can be executed on a single processor system [17]. The need to accelerate

scientific discovery has necessitated the use of parallelism and parallel design patterns in

general. Moore’s law, the observation that the number of transistors in a dense integrated

circuit doubles about every two years, can also be thought of as leading inevitably to par-

allel computing, due primarily to power consumption and the inability to dissipate heat

at current transistor levels. Throughout this dissertation, the terms processor, processing

element, and core will refer to a single processing unit, which may be a single-core CPU or

a single core of a multicore CPU.

Parallelism, using extra processing elements to do more work per unit time, differs

subtly from concurrency, which is managing access to shared resources. In other words,

concurrency is the composition of independently executing processes sharing resources,

whereas parallelism is the simultaneous execution of potentially related computations. In

the context of the Utah CCMSC, applications utilize concurrent threads of execution on

multiple processing cores on large distributed systems, with and without accelerators, to

solve existing problems faster as well as solve larger problems in a tractable amount of

time. To simulate the CCMSC target boiler problem without extensive parallelism and

distributed memory would not be possible, as these simulations take weeks (wall time)
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to complete, even at 128,000 CPU cores. The memory requirements alone for a problem

this size must be distributed among many compute nodes to even fit into available nodal

memory. Massive parallelism is also required for the CCMSC boiler simulations due to the

sheer magnitude of the computational requirements, without which a solution could sim-

ply not be obtained. To gain the requisite levels of parallelism, CCMSC applications must

be mapped efficiently onto a parallel architecture, typically through the Uintah framework.

These simulations rely on multiple levels of parallelism provided by Uintah, including: 1)

domain decomposition (application specified); 2) task-level parallelism (automatic); and

3) data parallelism within a task, via OpenMP or CUDA (automatic). Thus, using more

processing elements (processors or CPU cores), the solution to CCMSC target boiler sim-

ulations can (ideally) be computed faster. Additionally, larger problems can be simulated

in a tractable amount of time using more CPU cores. For achieving faster times to solution

and computing larger problems, this work focuses on two common scaling methods for

assessing scalability.

1.2.1 Scaling and Efficiency

Martin et al. present an analytical tool with which to study the scalability of parallel

algorithm-architecture combinations [18], from which we derive a summary and metrics

for use with Uintah. These metrics are used throughout this dissertation to understand the

parallel performance of Uintah as a whole by predicting and verifying the performance

of individual components. Ultimately, this analytical tool will help developers better

understand what changes are needed to increase the scalability of Uintah, specifically

regarding task graphs with global dependencies.

Strong scaling refers to the change in execution time for a fixed problem size as the

number of processors varies. Let T(N, P) represent the time to solve a problem size N

on P processing elements. Ideal strong scaling then occurs when the problem is solved P

times faster than in serial which is described by

T(N, P) =
T(N, 1)

P
. (1.1)

Thus, when T(N, P) for a fixed N is plotted on a log-log graph, ideal strong scaling appears

as a straight line with a slope of −1. The strong scalability limit of a code is reached when
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an increase in the number of parallel processors used on a fixed problem size does not

result in a decrease in computational wall time [19].

Weak scaling refers to the change in execution time as the number of processors and

the problem size vary proportionally to each other and is described by

T(N, P) = T(cN, cP), (1.2)

where c is the factor by which both the problem size and solution time are proportionally

increased. In other words, ideal weak scaling occurs when a problem that is c times larger

is solved on c times as many processing elements in the same time as T(N, P). Thus,

when T(N, P) for a fixed N
P is plotted on a log-log graph, ideal scaling appears as a flat

(horizontal) line with a slope of 0. For an algorithm to exhibit both ideal weak and strong

scalability, T(N, P) must be completely linear [11], [18].

We define parallel efficiency (strong), SE, as

SE(N, P, P0) =
T(N, P0)P0

T(N, P)P
, (1.3)

where P0 is the reference point for which the efficiency at P is computed.

We define parallel efficiency (weak), WE, as

WE(N0, P0, P) =
T(N0P0, P0)

T(N0P, P)
, (1.4)

where N0 is the problem size per processing element at P0 processing elements.

1.2.2 Parallel Systems

Shared memory parallelism on shared memory systems offers a single memory space

used by all processing elements and is typically achieved through multithreading. This

type of parallelism is traditionally accomplished explicitly through the use of threading

libraries such as Pthreads [20] or implicitly through libraries such as OpenMP [21], a

threading library that automatically parallelizes portions of an application through the

use of directives. Pthreads are lower level and need to be created and managed explic-

itly by the programmer, whereas OpenMP directives instruct a compiler to generate and

manage threads. The directives basically form an abstraction layer on top of the threading

mechanism that the compiler chooses to use. OpenMP and Pthreads are also implemented

at different levels, with Pthreads needing support only from the operating system and
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OpenMP only from the compiler. Parallelism can be exploited with little effort through

OpenMP, but the performance may not be as efficient as an explicit approach such as with

Pthreads [11].

Distributed memory parallelism refers to a multiprocessor computer system in which

each processing element has its own private memory, and computational tasks can operate

only on local data. If remote data are required, a computational task must communicate

with one or more remote processors. This internodal communication has historically been

achieved through message passing across the communication network of a distributed

memory system via the message passing interface (MPI), an API that defines a communi-

cation interface that explicitly communicates using sends and receives [22] and is the most

commonly used method for achieving parallelism though domain decomposition.

Until more recently, applications have utilized either an MPI-only (“pure MPI”) ap-

proach or a fully threaded, shared memory approach to parallelism, depending on the

system architecture. To better utilize internode communication, most MPI implemen-

tations optimize internode communication through shared memory, although the MPI

specification does not require such features [11]. More recently, applications have begun

using hybrid memory parallelism approaches where MPI is utilized between nodes and

threading is utilized within a node. This hybrid approach is often referred to as “MPI+X”,

where “X” is commonly Pthreads or OpenMP. The need to solve larger and more complex

simulation problems while at the same time not incurring higher and higher power costs

has led to an increasing focus on GPU and Intel Xeon Phi-based architectures. Many

existing and most emerging high-performance computing (HPC) systems rely on such

architectures.

1.3 The Uintah Software
The Uintah open-source (MIT License) software has been widely ported and used for

many different types of problems involving fluids, solids, and fluid-structure interaction

problems. The present status of Uintah, including applications, is described by [23]. The

first documented release of Uintah was in July 2009 and the latest in September 2017 [12].

Uintah consists of a set of parallel software components and libraries that facilitate the

solution of partial differential equations on structured adaptive mesh refinement (AMR)
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grids. Uintah presently contains four main simulation components: 1) the multimaterial

ICE [24] code for both low- and high-speed compressible flows; 2) the multimaterial,

particle-based code MPM for structural mechanics; 3) the combined fluid-structure in-

teraction (FSI) algorithm MPM-ICE [25]; and 4) the Arches turbulent reacting CFD com-

ponent [26] that was designed for simulating turbulent reacting flows with participating

media radiation. Uintah is highly scalable [27], [28]; runs on many National Science Foun-

dation (NSF), Department of Energy (DOE), and Department of Defense (DOD) parallel

computers; and is also used by many NSF, DOE, and DOD projects in areas such as angio-

genesis, tissue engineering, green urban modeling, blast-wave simulation, semiconductor

design, and multiscale materials research [23].

Uintah is unique in its combination of the MPM-ICE fluid-structure-interaction solver,

Arches heat transfer solver, AMR methods, and AMT runtime system. Uintah also pro-

vides automated, large-scale parallelism through a design that maintains a clear partition

between applications code and its parallel infrastructure, making it possible to achieve

great increases in scalability through changes to the runtime system that executes the task

graph, without changes to the task graph specifications themselves. The combination of the

broad applications class and separation of the applications problems from a highly scalable

runtime system has enabled engineers and computer scientists to focus on what each does

best, significantly lowering the entry barriers to those who want to compute a parallel

solution to an engineering problem. Uintah is open source and freely available and is the

only widely available MPM code. The broad international user-base and rigorous testing

ensure that the code may be used on a broad class of applications.

Particular advances made in Uintah are scalable adaptive mesh refinement [29] coupled

with challenging multiphysics problems [30]. A key factor in improving performance has

been the reduction in MPI wait time through the dynamic and even out-of-order execution

of task graphs [31]. The need to reduce memory use in Uintah led to the adoption of a

nodal shared-memory model in which there is only one MPI process per multicore node,

and execution on individual cores is through Pthreads [32]. This shared-memory approach

has made it possible to reduce memory use by a factor of 10 and to increase the scalability

of Uintah to 768,000 CPU cores on complex fluid-structure interactions with adaptive mesh

refinement. Uintah’s thread-based runtime system [32], [33] uses decentralized execu-
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tion [31] of the task graph, implemented by each CPU core requesting work itself and

performing its own MPI. A shared-memory abstraction through Uintah’s data warehouse

hides message passing from the user but at the cost of multiple cores accessing the ware-

house originally. A shared memory-approach that is lock-free [33] was implemented by

making use of atomic operations (supported by modern CPUs) and thus allows efficient

access by all cores to the shared data on a node. The nodal architecture of Uintah has

been extended to run tasks on one or more on-node accelerators [34]. This unified, het-

erogeneous runtime system [35] makes use of a multistage queue architecture to organize

work for CPU cores and accelerators in a dynamic way. Finally, performance portability

has been achieved within Uintah [36], [37] for manycore- and GPU-based systems via the

Kokkos library [38].

1.3.1 Arches Combustion Simulation Component

Arches is the primary CCMSC simulation component within Uintah, and was designed

for the simulation of turbulent reacting flows with participating media radiation. It is a 3D,

large eddy simulation (LES) code described in [39]. Arches uses a low-Mach number (M

< 0.3), variable density formulation to model heat, mass, and momentum transport in

reacting flows.

Arches solves the coupled mass, momentum, and energy conservation equations on a

staggered finite-volume mesh for the gas and solid phase with combustion [26], [40]. The

discretized equations are integrated in time using an explicit, strong stability-preserving

second- or third-order Runge-Kutta method [41]. Spatial discretization is handled with

central differencing where appropriate for energy conservation or flux limiters to maintain

numerical accuracy. The low-Mach, pressure-projection formulation requires a solution of

sparse linear systems at each timestep using the Hypre linear solver package [42]. The

turbulent subgrid velocity and species fluctuations [43] are modeled with the dynamic

Smagorinsky closure model. The solution procedure solves the intensity equation over a

discrete set of ordinates and, like the pressure equation, is formulated as a linear system

that is solved using Hypre. Arches is second-order accurate in space and time and is highly

scalable through Uintah to 256K cores [44] and its coupled solvers, such as hypre [42].

Research using Arches has been done on radiative heat transfer using the parallel discrete
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ordinates method [45] (DOM, a modeling method developed at Los Alamos National

Laboratory for neutron transport) and the P1 approximation to the radiative transport

equation [46]. Work done by Sun [47] and Hunsaker [48] has shown that Monte Carlo

ray tracing methods are potentially more efficient and offer an alternative to DOM.

1.4 AMT Runtime System and Task Graph Motivation
The trend toward larger and more diverse computer architectures, with or without co-

processors and GPU accelerators, and differing communications networks poses consid-

erable challenges for achieving both performance and scalability when using general pur-

pose parallel software for solving multiscale and multiphysics applications. One approach

that is suggested as a suitable candidate for exascale problems is to use directed acyclic

graph (DAG)-based codes, [49]. Software frameworks that execute machine-independent

applications code using a runtime system that shields users from architectural complexities

offer a possible solution. Such codes have the advantage that the tasks in the task graph

may be executed in an adaptive manner, and if enough tasks are available, choosing an

alternate task may avoid communications delays. At the same time, if the applications

software is written in an abstract task graph manner so as to be executed by a runtime

system that adaptively varies task graph execution, then it may be possible to combine

a modest degree of portability across a number of large-scale parallel architectures with

scalability at large core counts [50].

Asynchronous many-task programming models and runtime systems are becoming

more widely considered as a way to address the scalability and performance challenges

the exascale machine model poses to current-generation HPC codes [16]. These challenges

primarily involve increased concurrency, nodal heterogeneity, deep memory hierarchies,

and variable performance due to thermal throttling, all requiring adaptivity with respect to

the order of execution of computational tasks. Traditional bulk synchronous parallel (BSP)

approaches tend to overspecify a computation by imposing particular parallel execution

order, limiting the possibilities for exploiting additional levels of parallelism.

As an alternative to the single program multiple data (SPMD) model in which a com-

municating sequential task in each process is executed, the AMT model views a program

as a flow of data control and data relationships (constraints) between tasks. The runtime
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system then extracts the appropriate level of parallelism, preserving these constraints.

During program execution, these tasks are launched in any order based on the availability

of their input data, enabling multiple concurrent task execution on available computa-

tional resources [16]. A significant portion of the problem for AMT approaches then becomes

one of scheduling tasks to hide latency. Sinnen [17] identified the task-based parallelization

process as:

1) subtask decomposition;

2) dependence analysis;

3) task scheduling.

Using explicit task dependencies, this scheduling operation can be deferred to the AMT

runtime system. When every task is explicitly annotated with the set of tasks on which

it depends, the order in which tasks are launched by the application does not limit the

possible schedules, a key point to note. A single version of the source code describes

all valid schedules, and the runtime has the freedom to generate a schedule to run most

efficiently on a given system [51].

A natural way to consider an application’s collection of tasks and their dependencies is

a graph, with nodes in the graph representing tasks and edges between nodes representing

explicit dependencies between tasks. Dependency analysis is considered as an important

foundation for scheduling, and is a precedent relationship in which one task must be

completed before another task begins to run [52]. During this process, dependency needs

to be built between tasks to form a directed acyclic graph (DAG) This graph is often called

a task graph. Figure 1.4 shows an example of a Uintah task graph. This structure captures

both data and dependence flow, offering opportunities for asynchrony. The principal issue

for this graph, outside of the scheduling and execution of the tasks it contains, is how the

graph is constructed, e.g., whether the graph is constructed and analyzed at compile time,

at runtime, etc., and the complexity of this operation. The basic properties AMT runtimes

must consider for a graph with explicit dependencies are: 1) the runtime overhead must be

low; 2) the costs involved in creating, storing, and analyzing the graph must be minimal;

and 3) a graph-based approach must also scale well to very large task graphs.
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Figure 1.4. An example of a Uintah task graph.

1.4.1 Uintah Task Graph Generation

Uintah uses a structured grid of hexahedral cells defined in the Uintah input file. This

Uintah grid can contain one or more adaptive mesh refinement (AMR) levels with differ-

ent resolutions, and each AMR level is further divided into smaller hexahedral patches

(Figure 1.5). Since finer AMR grid levels may not be continuous across the domain, Uintah

uses a binary bounding volume hierarchy (BVH) tree to save patches on a particular grid

level. This BVH tree is much like a k-dimensional (KD) tree, a data structure used for

organizing some number of points in a space with k dimensions, effectively a binary search

tree where data in each node are a k-dimensional point in space. In other words, it is a
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Figure 1.5. Uintah mesh patch showing four residing local tasks. Ghost cells arrive for
local tasks via MPI. MPI messages are automatically generated by infrastructure through
a dependency analysis phase, which uses the task specification of its “requires.”

space-partitioning data structure useful for range and nearest neighbor searches. For quick

patch queries within a given index range (used in processor neighborhood construction,

among other Uintah infrastructure tasks), patches are stored in a tree structure where

nodes in each level are divided in the maximum range dimension. To facilitate efficient

searches, patches are sorted on each grid level with complexity

O(n · log(n)), (1.5)

and are equally divided these patches into two sets. With log(n) levels in total, the com-

plexity of the BVH tree constructor becomes

O(n · log(n)2). (1.6)
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Each patch set query has a time complexity of

O(k · log(n))), (1.7)

where k represents the number of patches returned.

After patches on each grid level are created, the Uintah load balancer is used to par-

tition and assign patches to individual compute nodes that communicate via MPI. Once

each multicore node has its patches assigned, tasks are then created on the patches. A

Uintah task is defined by three major attributes: 1) the “require” variables it needs to start

computing with the number of ghost cells; 2) the “compute” variables that it will calculate;

and 3) a serial call back function that can run on any patch. In this way, the user needs to

write serial code only on a generic patch. When the call back happens, the actual patch is

then fed into the task.

Uintah’s task graph (Figure 1.4) is based on a distributed directed acyclic graph (DAG)

of task dependencies. Uintah uses a process of checking the overlap of the input variables

and the output variables for each task that makes it possible to create this directed acyclic

graph by connecting the input and output of tasks. Uintah utilizes a static task graph

of data dependencies for two purposes: 1) automated MPI message generation among

compute nodes; and 2) scheduling the preparation and execution of tasks within a compute

node. The task DAG is created after a particular compute node analyzes all data dependen-

cies on all tasks that node will execute. This task graph is cached and reused in subsequent

timesteps if the data dependencies do not change. This scenario is common among most

simulations using Uintah. Dependency analysis occurs only once at initialization and

when regridding takes place if AMR is employed. At the end of task graph compilation,

an MPI message tag is assigned to each external dependency (a dependency that connects

two tasks associated with patches on different multicore nodes). As Uintah creates tasks

only on local and neighboring patches, task graph compilation can be done concurrently

among nodes without any internodal communication.

1.5 Thesis Statement
The principal aims of this research are to demonstrate how an AMT runtime (e.g.,

Uintah) can be adapted, making it possible for complex multiphysics applications with

global coupling to scale on current petascale and emerging exascale architectures. In this
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dissertation, these aims are achieved through: 1) the use of an AMT framework itself; 2)

adapting and leveraging Uintah’s adaptive mesh refinement (AMR) support to dramati-

cally reduce computational analysis, communication volume, and nodal memory footprint

for radiation calculations; and 3) efficiently orchestrating the all-to-all communication re-

quired of radiation through a task graph dependency analysis phase, designed to efficiently

handle global dependencies. This dissertation shows that it is the combination of these

approaches that makes it possible to scale large industrial simulations such as the USC

boiler problem with radiation.

1.6 Unique Contributions
The unique contributions of this dissertation are as follows:

1) The first study to support task scheduling and execution on GPUs within an AMT

framework. [34], [35];

2) Developing a scalable approach to radiation modeling, making it available through

the Uintah open-source framework [50], [53], [54];

3) Modifying the Uintah infrastructure to support these algorithms at large scale [34],

[35] [50], [53], [54];

4) Achieving excellent strong scalability for RMCRT up to 262,144 CPU cores and 16,384

GPUs, through a unique and novel application of Uintahs AMR support [53], [54];

5) Achieving excellent weak strong scalability for RMCRT up to 262,144 CPU cores

through a unique and novel application of Uintahs AMR support, specifically, ag-

gressive coarsening of global, radiation mesh as problem size increases;

6) Achieving efficient, automated halo management within an AMT runtime for glob-

ally coupled problems [53], [55], [10];

7) Showing these ideas work for an industrial-size production boiler problem, running

on the largest petascale architectures available [10].

These contributions have been achieved by:

• Using a reverse Monte Carlo ray tracing (RMCRT) approach for radiation modeling.

This idea originally comes from the heat transfer and oncology communities, but has

never been modified or adapted for use at large scale [34], [35] [50], [53], [54];
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• Reducing the cost of RMCRT all-to-all communication phase and nodal memory

footprint by using an adaptive mesh refinement (AMR) approach in order to achieve

scaling; fine mesh is used only locally, and a coarse mesh is used elsewhere for the

RMCRT ray marching algorithm. Although the AMR methods used in this work are not

new, the application of these methods to radiative heat transfer algorithms and their scalability

is novel [50], [53], [54];

• The introduction of novel nonblocking, thread-scalable data structures for manag-

ing asynchronous MPI communication requests, replacing previously problematic

Mutex-protected vectors of MPI communication records [54];

• Addressing complexity involved with Uintah task graphs at scale with RMCRT,

task graph compilation, and automated MPI message generation with global

halos [53], [55];

• Temporal scheduling, a feature that adds support within Uintah for multiple primary

task graphs. Through provided interfaces, an application can directly place tasks

into a task graph of choice, and provide a computed task graph index for the Uintah

infrastructure to execute for a given timestep [55];

• Spatial scheduling, a feature that allows application to schedule tasks on a subset of

the entire domain. Previously, computational tasks were scheduled uniformly across

the entire domain by Uintah [10].

These contributions have now made Uintah the only AMT runtime offering auto MPI

message generation and scalable task graphs when considering problems with global data

dependencies. Apart from Uintah, most AMT runtimes require the application developer

explicitly supply far more characteristics of data dependencies. A global dependency

problem such as radiative heat transfer would require explicitly writing tasks for all data

dependency pairs across the computational domain.

Finally, the broader impact of this work may ultimately include algorithmic develop-

ments for related problems with pervasive all-to-all type communications in general, such

as long-range electrostatics in molecular dynamics, and will be of importance to a broad

class of users, developers, scientists, and students for whom such problems are presently

a bottleneck.
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1.7 Document Organization
The contributions outlined in Section 1.6 are presented in detail throughout the remain-

der of this dissertation, which is organized as follows: a detailed summary of radiation

modeling is provided in Chapter 2, followed by a review of related work with an overview

of existing AMT runtime systems and programming models in Chapter 3. The introduc-

tion of radiation as the driver for the Utah CCMSC as well as the origins of Uintah’s task

graph scalability challenges are provided in Chapter 4. Chapter 5 and Chapter 6 present

strong and weak scaling results for the RMCRT radiation model, to 262,144 CPU cores

and 16,384 GPUs, respectively. Addressing Uintah task graph scalability in the context

of a large-scale industrial boiler problem is covered in Chapter 7. Addressing final task

graph complexity for fully scalable task graphs with radiation within Uintah is covered in

Chapter 8, with future directions provided. Finally, a summary of work accomplished for

this dissertation, conclusions, and lessons learned are given in Chapter 9.



CHAPTER 2

RADIATION MODELING

The heat transfer problem arising from the clean coal boilers being modeled by the

Utah CCMSC with the Uintah framework has thermal radiation as a dominant heat trans-

fer mode and involves solving the conservation of energy equation (2.1) and radiative

transfer equation (2.2) simultaneously. Scalable modeling of radiation is currently one

of the most challenging problems in large-scale simulations, due to the global, all-to-all

nature of radiation [17], potentially affecting all regions of the domain simultaneously at a

single instance in time. Treatment of thermal radiation is different from neutron diffusion

because radiation travels at light speed, so transit times are usually negligible, whereas

neutron speeds are much slower and time-of-flight must be considered [56]. To simulate

thermal transport, two fundamental approaches exist: random walk simulations and fi-

nite element/finite volume simulations, e.g., discrete ordinates method (DOM) [57], [58],

which involves solving many large systems of equations. Accurate radiative-heat transfer

algorithms that handle complex physics are inherently computationally expensive [59],

particularly when high accuracy is desired in cases where spectral or geometric complexity

is involved. These algorithms also have limitations with respect to scalability, bias, and

accuracy.

Arches (Section 1.3.1) was designed to solve the mass, momentum, and thermal en-

ergy governing equations inherent to coupled turbulent reacting flows. Arches has relied

primarily on a legacy DOM solver to compute the radiative source term in the energy

equation [26]. Monte Carlo ray tracing (MCRT) methods for solving the radiative transport

equation offer higher accuracy in two key areas where DOM suffers: geometric fidelity

and spectral resolution. In applications where such high accuracy is important, MCRT

can become more efficient than DOM approaches. In particular, MCRT can potentially

reduce the cost significantly by taking advantage of modern hardware on large distributed
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shared memory machines [60], and now on distributed memory systems with on-node

accelerators such as graphics processing units (GPUs).

Uintah currently supports three fundamentally different approaches to solving the

radiative transfer equation (RTE) to predict heat flux and its divergence (operator) in

these domains: 1) discrete ordinates method (Section 2.2); 2) reverse Monte Carlo ray

tracing (Section 2.3); and 3) spatial transport sweeps (Section 2.4). A more comprehensive

discussion on the relative strengths and weaknesses of these three approaches is provided

by Tencer et al. [56], with initial discussion of the feasibility of these methods for emerging

architectures.

2.1 Solving the Radiative Transport Equation
In combustion simulations, three different physical processes govern the dynamics of

the problem: fluid flow, chemical reactions, and heat transfer, with radiative heat trans-

fer being a dominant mode [61]. Thermal radiation in the target boiler simulations is

loosely coupled to the computational fluid dynamics (CFD) due to time-scale separation.

For example, when considering nonsteady fluid flow in a typical application, timesteps

are of order 103 to 106 , whereas chemical reactions cover a much wider range of time

scales, from 1 to 1010 seconds. With radiative heat transfer occurring at the speed of light,

the resulting time scales are on the order of 109. To enable accurate modeling of many

combustion applications, the inclusion of the interaction between these three processes is

essential [61]. Thermal radiation is the rightmost source term (∇ · qr) in the conservation

of energy equation shown by

ρcv
DT
Dt

= −∇ · (κ∇T)− p∇ · v + Φ + Q′′′ −∇ · qr, (2.1)

where ρ is density, cv is the specific heat, T is the temperature field, p is the pressure, k is the

thermal conductivity, c is the velocity vector, Φ is the dissipation function, Q′′′ is the heat

generated within the medium (e.g., chemical reaction), and∇ · qr is the net radiative source

term. The energy equation is then conventionally solved by Arches (finite volume), and the

temperature field, T, is used to compute the net radiative source term. This net radiative

source term is then fed back into the energy equation (for the ongoing CFD calculation),

which is solved to update the temperature field, T.
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A radiatively participating medium can emit, absorb, and scatter thermal radiation.

The RTE (2.2) is the equation describing the interaction of absorption, emission, and scat-

tering for radiative heat transfer and is an integro-differential equation with three spatial

variables and two angles that determine the direction of ŝ [62].

dIη(ŝ)
ds

= ŝ∇Iη(ŝ)

= kη Iη − βη Iη(ŝ)

+
σsη

4π

∫
4π

Iη(ŝ)Φη(ŝi, ŝ)dΩi,

(2.2)

In (2.2), kη is the absorption coefficient, σsη is the scattering coefficient (dependent on the

incoming direction s and wave number η), βη is the extinction coefficient that describes

total loss in radiative intensity, and Iη is the change in intensity of incoming radiation from

point s to point s + ds and is determined by summing the contributions from emission,

absorption, and scattering from direction ŝ and scattering into the same direction ŝ at wave

number η. Φη(ŝi, ŝ) is the phase function that describes the probability that a ray coming

from direction si will scatter into direction ŝ, and integration is performed over the entire

solid angle Ωi [63], [62].

In general, the heat flux divergence can be computed using

∇ · q = 4 ∗ π ∗ S−
∫

4π
IΩdΩ, (2.3)

where S is the local source term for radiative intensity, and IΩ is computed using the RTE

for gray nonscattering media requiring a global solve via

dIΩ

ds
= k ∗ (S− IΩ). (2.4)

Here, s is the one-dimensional (1D) spatial coordinate oriented in the direction in which

intensity IΩ is being followed, and k is the absorption or attenuation coefficient. The lack

of time in the RTE implies instantaneous transport of the intensity, appropriate for most

applications. The methods for solving the RTE discussed here aim to solve for IΩ using

(2.4), which can then be integrated to compute the radiative flux and divergence.

2.1.1 Modeling Spectral Effects

A common approximation employed in solving the RTE in simulations consists of

neglecting the spectral dependency of the absorption coefficient by assuming a gray gas
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(meaning they behave the same radiatively across the entire spectrum). This assump-

tion enables the efficient use of finite difference schemes, such as the discrete ordinates

method (Section 2.2), which require a low computational effort and provide a high level

of accuracy [64]. Modeling spectral radiation within Arches radiation models was initially

avoided due to the computational cost. Ultimately, it was argued that modeling spectral

affects was unnecessary for the CCMSC target boiler simulations in particular, because

the particles are known to be effectively gray, and are the dominant emitters/absorbers in

these systems. Shortly after the development of transport sweeps (Section 2.4), a spectral

solver built off of the spatial/temporal scheduling (Chapter 7) was developed and tested.

Simulations showed that using five weighted sum of gray gases only slightly changed

the solution (less than 5%). Although this study was limited, it did somewhat validate

the longstanding persuasion that the gray particles washed out the gaseous spectral af-

fects. Based on these results, as well as the examples given by those who have studied

the influence of radiative heat transfer in turbulent flows using the gray gas approxima-

tion [65], [66], [67], [64], the radiation models used by the Utah CCMSC, and discussed

here, do not model spectral effects and use a gray gas approximation.

2.2 Discrete Ordinates Method
The radiation calculation in the CCMSC boiler simulations, in which the radiative-flux

divergence at each cell of the discretized domain is calculated, can take up to 50% of the

overall CPU time per timestep using the discrete ordinates method (DOM) [57], one of

the standard approaches to computing radiative heat transfer. DOM transforms the RTE

into a set of simultaneous partial differential equations and solves the RTE by discretizing

the left-hand side of (2.4), which results in a four- or seven-point stencil, depending on

the order of the first derivative. This transformation is accomplished by discretizing the

angular domain into a well-defined set of ordinate directions and integrating along the

path lengths. Instabilities arise when using the higher order method, so often the seven-

point stencil is avoided, or a combination of the two stencils is used. The four-point stencil

results in numerical diffusion that impacts the fidelity of the solve, but for low ordinate

counts it can improve solution accuracy.

DOM was first used in stellar radiation and then later adopted by the neutron transport
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community [59]. This method is computationally expensive; involves multiple global,

sparse linear solves; and presents challenges both with the incorporation of radiation

physics such as scattering and the use of parallel computers at very large scales. DOM

has two major shortcomings: 1) the ray effect, a consequence of angular discretization;

and 2) false scattering, a consequence of spatial discretization errors [8]. The ray effect is

well documented in [61], and can be reduced by increasing the size of control volumes and

surface zones. Veljkovic [61] mentions that a primary consequence of the shortcomings

inherent to DOM is that with the finer mesh, a finer angular discretization must be used.

These requirements can lead to a high-performance penalty, as the cost of this method

grows as O(h5), where h is a characteristic length of the mesh. As shown in [10], DOM

has been demonstrated to scale, but it is computationally expensive, due to the numerous

global sparse linear solves. These solves are handled by Uintah, which is fully equipped to

use the Hypre solver package [68]. In the case shown in [10], as many as 30-40 backsolves

were required per radiation step, with up to an order of magnitude more solves required in

other cases. It should be noted that, due to their computational cost, the radiation solves

are computed roughly once every 10 timesteps, because the radiation solution does not

change quickly enough to warrant a more frequent radiation calculation.

DOM poses no particular challenge to Uintah regarding task graph compilation, since

the global, sparse linear solves are carried out by the Hypre solver package, with Uintah

having no knowledge of the underlying task and data dependencies.

2.3 Reverse Monte Carlo Ray Tracing
The CCMSC has been actively pursuing the use of photon Monte Carlo (PMC) meth-

ods, originally considered in [9], and more specifically reverse Monte Carlo ray tracing

(RMCRT) [63], initially developed in [47] and [48] to compute radiative heat flux and

its divergence when such high accuracy is important. Monte Carlo ray tracing (MCRT)

methods for solving the RTE offer higher accuracy in two key areas where DOM suffers:

geometric fidelity and spectral resolution.

DOM, Sweeps, MCRT, and RMCRT all aim to approximate the radiative transfer equa-

tion. In the case of RMCRT, a statistically significant number of rays (photon bundles) are

traced from a computational cell to the point of extinction. This method is then able to cal-
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culate energy gains and losses for every element in the computational domain. The process

is considered “reverse” through the Helmholtz Reciprocity Principle, e.g., incoming and

outgoing intensity can be considered as reversals of each other [69]. Through this process,

the divergence of the heat flux for every subvolume in the domain (and radiative heat

flux for surfaces, e.g., boiler walls) is computed by (2.5), as rays accumulate and attenuate

intensity (measured in watts per square meter, SI units based on the Stefan-Boltzmann

constant) according to the RTE for an absorbing, emitting, and scattering medium

∇ · q = κ(4π Iemmited −
∫

4π
IabsorbeddΩ), (2.5)

where the rightmost term,
∫

4π IabsorbeddΩ is represented by the sum ∑N
r=1 Ir

4π
N for each ray

r up to N rays. The integration is performed over the entire solid angle Ω. Ray origins are

randomly distributed throughout a given computational cell. In our implementation, the

Mersenne Twister random number generator [70] is used to generate ray origins. The ray

marching algorithm proceeds in a similar fashion to the voxel traversal algorithm shown

in [71]. Following the detailed description of the RMCRT-specific ray marching algorithm

provided by Hunsaker in [59], the psuedocode in Algorithm 1 and Algorithm 2 shows how

(2.5) is implemented within the Uintah RMCRT model, computing the flux divergence for

each computational cell in the domain.

Within the Uintah RMCRT module, rays are traced backwards from the detector, thus

eliminating the need to track ray bundles that never reach the detector [63]. Rather than

integrating the energy lost as a ray traverses the domain, RMCRT integrates the incoming

intensity absorbed at the origin, where the ray was emitted. RMCRT is more amenable

to domain decomposition, and thus, so is Uintah’s parallelization scheme due to the back-

ward nature of the process [8] and the mutual exclusivity of the rays themselves. Figure 2.1

shows the back path of a ray from S to the emitter E, on a nine-cell structured mesh patch.

Each ith cell has its own temperature Ti, absorption coefficient κi, scattering coefficient σi,

and appropriate pathlengths li,j [34]. In each case, the incoming intensity is calculated

in each cell and then traced back through the other cells. The Uintah RMCRT module

computes how much of the outgoing intensity has been attenuated along the path. When a

ray hits a boundary, as on surface 17 in Figure 2.1, the incoming intensities will be partially

absorbed by the surface. When a ray hits a hot boundary surface, its emitted surface
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Figure 2.1. 2D Outline of reverse Monte Carlo ray tracing.

intensity contributes to point S. Rays are terminated when their intensity is sufficiently

small [34].

RMCRT uses rays more efficiently than forward MCRT, but it is still an all-to-all method,

for which all of the geometric information and radiative properties (temperature T, ab-

sorption coefficient κ, and cellType (boundary or flow cell)) for the entire computational

domain must be accessible by every ray [8]. When using a ray tracing approach, two

approaches for parallelizing the computation are considered for structured grids:

1) Parallelize by patch-based domain decomposition with local information only and

pass ray information at patch boundaries via MPI;

2) Parallelize by patch-based domain decomposition with global information and re-

construct the domain for the quantities of interest on each node by passing domain

information via MPI.
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Algorithm 1 Ray marching pseudocode for Uintah RMCRT radiation model.
1: procedure ray trace( patches, materials, oldDataWarehouse, newDataWarehouse)
2: for all (cells in a mesh patch) do . patch-based region of interest
3: intensity sum gets 0) . initialize intensity to 0
4: for all (rays in a cell) do
5: find ray direction()
6: find ray location()
7: update intensity sum()
8: end for
9: compute divergence of heat flux

10: end for
11: end procedure

Algorithm 2 Pseudocode for updating sum of radiative intensities.
1: procedure update intensity sum(ray origin, ray direction,num steps,lo idx,hi idx )
2: initialize all ray marching variables
3: while (intensity > threshold) do . threshold loop
4: while (current ray is within computational domain) do
5: obtain per-cell coefficients
6: advance ray to next cell . accounts for moving between mesh levels
7: update ray marching variables
8: update ray location
9: in domain← cell type[curr] . terminate ray if not a flow cell

10: compute optical thickness
11: compute contribution of current cell to intensity sum
12: end while
13: end while
14: compute wall emissivity
15: compute intensity
16: update intensity sum
17: end procedure

The first approach becomes untenable due to potentially billions of rays whose information

would need to be communicated as they traverse the domain. In the second approach, the

primary difficulty is efficiently constructing the global information for millions of cells in a

spatially decomposed (patch-based) domain. The second approach is the one used in this

work. Although reconstruction of all geometry on each node has been shown to limit the

size of the problem that can be computed [48], we will show that the multilevel mecha-

nisms in Uintah allow representing a portion of the domain at a coarser resolution, thus

lowering the memory usage and message volume, ultimately scaling to over 256,000 CPU

cores. The hybrid memory approach of Uintah also helps as only one copy of geometry
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and radiative properties is needed per multicore node [33]. RMCRT will be invoked largely

on coarser mesh levels, and the CFD calculation will be performed on the highest resolved

mesh.

2.4 Spatial Transport Sweeps
A third approach allows for solving for the intensities with a four-point stencil known

as spatial transport sweeps, a sweeping method, or simply sweeps [72], [73], [74], [75], [76].

Sweeps is a lightweight spatially serial algorithm in which spatial dependencies dictate the

speed of the algorithm. These dependencies impose serialized internodal communication

requirements and account for the bulk of the algorithm’s cost. Although the sweeping

method is inherently serial, it can be parallelized over many ordinate directions and spec-

tral frequencies. Within Uintah, this spatial dependency challenge is addressed using

spatial task-scheduling techniques detailed in Section 7.5. These techniques are central

to this dissertation.

Sweeps is formulated in a way that it can be solved as a sparse linear system or as

a sweeping algorithm with one-sided spatial dependencies. Because sweeps is mathe-

matically identical to the linear solve, the A-matrix constructed for the first iteration of

the linear solve is modified and used for sweeps. Sweeps, mathematically, is a back

substitution problem of this linear system, or a single Gauss-Seidel iteration, which for

an upwind stencil and down-wind sweeping direction, converges exactly on the solution

after a single iteration. In essence, a sweep is a single Gauss-Seidel-linear solve iteration

without approximation. This process is done in stages for each intensity and phase, both

of which are defined below. Although this staging process is serialized by the reliance

of corner-to-corner dependencies, it can show good performance when sweeping a large

quantity of independent solves. For a nonscattering medium, the angular and spectral

intensities are all independent of each other, allowing for parallelization of the solve.

On large, distributed memory systems, the intensities are stored on multiple compute

nodes, making communication between them expensive and inefficient. To address this

problem, one processor (or node) needs to operate only on intensities that have satisfied

their spatial dependency. The method shown here is based on the algorithm for a simple

rectangular domain; however, it further supports identification of these dependencies for
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complex domains with nonrectangular shapes. To most easily convey the methodology

used, we start by describing the algorithm on a rectangular domain.

Consider a domain with 3×3 subunits. Within Uintah, these subunits are referred to

as patches. A diagram showing how these patches are divided is shown in Figure 2.2 and

Figure 2.3. The number labeling each patch (Figure 2.2) designates the phase in which a

sweep is relevant for a single intensity, from the x + y + z + octant, with a single wave

number. Note that these phases are defined as

P = xi + yi + zi, (2.6)

where xi, yi, and zi are the patch indices in the x, y, and z directions. The patch indices are

defined as the number of patches away from the origin patch. Hence, the total number of

phases required to complete a single complete full-domain sweep is

Pmax = xmax + ymax + zmax, (2.7)

where xmax, ymax, zmax are the maximum. Numbers designate the designated phase indices

of the patches within the domain. We determine the patch indices using the subdomain

with the patch ID provided by Uintah.

Uintah, by default, numbers its patches in the order of z, y, x (Figure 2.3). From this

numbering, we can determine the point in space in which the sweep is currently located

using modulo operators, the patch dimensions, and the patch ID. The patch index is then

converted to the patch indices xi, yi, zi for each patch. Using the Uintah task scheduler,

we can indicate to a task what this phase is. This process is more complicated when

conducting sweeps with multiple intensity directions. First, consider additional intensities

that are in the x+, y+, z+ directions. To keep as many processors busy as possible in the

computation, we create stages.

A stage S is defined as S = I + P, where I is the intensity index relevant to a single

octant. The maximum number of stages is known via the equation Smax = Imax + Pmax.

The phase equation for the x−, y−, z− octant results in

P = xmax − xi + ymax − yi + zmax − zi. (2.8)

Hence, eight phase equations are possible, depending on the combination of directions.

The task designates the stage and intensity and then computes a function mapping its
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Figure 2.2. A rectangular domain divided into 27 subdomains, labeled by the designated
phase.

Figure 2.3. A rectangular domain divided into 27 subdomains, labeled by Uintah patch
ID.
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patch ID to its spatial patch index using a series of modulos. If the patch and intensity are

relevant to the local processor, then the task executes; otherwise, it exits the task.

Algorithm 3 provides pseudocode responsible for creating Uintah::PatchSubsets for

the spatial tasks used in transport sweeps. For clarity, the Uintah::PatchSet is a a larger

set of Uintah::Patch (introduced with Figure 1.5), typically assigned to an entire owning

MPI rank, whereas the Uintah::PatchSubset is the subset of these Patches, provided to a

computational task at runtime by Uintah. Starting at Line 22 in Algorithm 3, different

Uintah::PatchSubsets are created because, depending on direction of the sweep, the

relevant Uintah::PatchSubset changes the corner in which the sweep begins, hence the

std::vector of Uintah::PatchSubsets. In Algorithm 3, “p” denotes moving in the positive

direction (e.g., Xp⇒ x+), and “m” denotes moving in the negative direction (e.g., Xm⇒ x-).

With the addition of spatial scheduling (Section 7.5), a key contribution of this dissertation,

tasks are scheduled only on the Uintah patches in the specified Uintah::PatchSets, and

not uniformly across the entire computational domain as was done historically before this

work. Spatial scheduling is central to the Uintah formulation of transport sweeps.

Algorithm 4 provides the implementation detailing how the requires→modifies chain-

ing is formulated to facilitate inter-patch communication. Line 33 in Algorithm 4 shows

the usage of the Uintah::PatchSubsets created starting in Line 22 of Algorithm 3. Both

Algorithm 3 and Algorithm 4 are currently part of the schedule computeSourceSweep

method, responsible for creating and scheduling the spatial tasks involved with transport

sweeps within the Arches component.



33

Algorithm 3 Creating a Uintah::PatchSubset for each spatial task.
1: // sweeping algorithm uses spatial parallelism to improve efficiency

2: // total number of tasks = num sweeping phases + num ordinates-1

3: const PatchSet* all patches← lb.getPerProcPatchSet(level)
4: std::vector<const Patch*> local patches← all patches.getSubset()
5: for (int i=0; i<2; ++i) do
6: for (int j=0; j<2; ++j) do
7: for (int k=0; k<2; ++k) do
8: // basic concept i + j + k must always equal phase

9: int phase← dir phase adj[i][j][k]
10: for (; phase < total phases-dir phase adj[1-i][1-j][1-k]; ++phase) do
11: std::vector<const Patch*> relevant patches(0)
12: ... . perform checks that i,j,k are in the domain

13: ... . adjust for non- x+,y+,z+ directions

14: Point patch center(iadj,jadj,kadj) . using adjusted i,j,k

15: relevant patches.push back(level.getPatchFromPoint(patch center))
16: PatchSubset* sweeping patches← new PatchSubset(relevant patches)
17:
18: sweeping patches.sort()
19:
20: // p denotes in the positive direction, e.g., Xp -> x+

21: // m denotes in the negative direction, e.g., Xm -> x-

22: if (i==0 && j==0 && k==0) then
23: patches XpYpZp.push back(sweeping patches)
24: end if
25: if (i==0 && j==0 && k==1) then
26: patches XpYpZm.push back(sweeping patches)
27: end if
28: if (i==0 && j==1 && k==0) then
29: patches XpYmZp.push back(sweeping patches)
30: end if
31: if (i==0 && j==1 && k==1) then
32: patches XpYmZm.push back(sweeping patches)
33: end if
34: if (i==1 && j==0 && k==0) then
35: patches XmYpZp.push back(sweeping patches)
36: end if
37: if (i==1 && j==1 && k==0) then
38: patches XmYmZp.push back(sweeping patches)
39: end if
40: if (i==1 && j==1 && k==1) then
41: patches XmYmZm.push back(sweeping patches)
42: end if
43: end for . phase
44: end for . z+ z- direction

45: end for . y+ y- direction

46: end for . x+ x- direction
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Algorithm 4 Scheduling subsweeps as needed. This scheduling is achieved via Uintah
dependency (requires→modifies) chaining to facilitate interpatch communication.

1:
2: //--------------------------------------------------------------------
3: // These tasks compute the intensities, on a per patch basis.

4: // The spatial tasks were developed by looking at a single direction,

5: // then re-used for other directions by re-mapping the processor IDs.

6: //--------------------------------------------------------------------
7: int num octants← 8
8: for (int istage=0; istage<num stages; ++istage) do
9: for idir=0; idir<num octants; ++idir do

10: int first intensity← idir*num dir/num octants
11: // do calculation for non-cubic domain adjustment

12: // assumes that ordinates are stored in octants (8 bins)

13: // with similar directional properties in each bin

14: ...
15: // loop over per-octant-intensities

16: for all (per-octant intensities) do
17: int intensity iter← (curr oct intensity + idir * (num dir/num octants))
18: std::stringstream task name← DO Radiation sweep
19: task name << istage << << intensity iter
20: Task task← new Task(task name.str(),istage, intensity iter)
21: task.requires(cell type label,0);
22: task.requires(abskt label,0);
23: // requires->modifies chaining for inter-patch communication

24: for (int iband=0; iband< num bands;++iband) do
25: VarLabel curr label← labels[intensity iter+iband*DO Model::getIntOrdinates()
26: task.modifies(curr label)
27: // Toggle comm depending on phase/intensity using equation:

28: // iStage = iPhase + intensity within octant x

29: // 8 different patch subsets, due to 8 octants

30: // also using temporal scheduling -- radiation task graph

31: if (DO model.xDir/ydir/zdir(first intensity) == 1 then
32: task.requires(labels[curr label],patches XmYmZm[istage-int x],1
33: sched.addTask(task,patches XmYmZm[istage-int x],Radiation TG);
34: end if
35: ...
36: // do this same chaining for all combos x,y,z

37: // 111,110,101,100,011,010,001,000

38: ...
39: if (DO model.xDir/ydir/zdir(first intensity) == 0 then
40: task.requires(labels[curr label],patches XmYmZm[istage-int x],1
41: sched.addTask(task,patches XpYpZp[istage-int x],Radiation TG);
42: end if
43: end for . iband
44: end for . intensity x (per-octant intensities)
45: end for . octants
46: end for . istage
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OVERVIEW OF EXISTING AMT RUNTIMES

3.1 Legion
Legion [77] is a data-centric task-based programming model with higher level con-

structs, moving away from the procedural style of MPI and Charm++ to a highly declar-

ative program expression [16]. The principal Legion runtime component is Realm, the

“low-level” runtime that manages the execution of a mapped Legion application [51].

Legion uses GASNet as the underlying communication layer. The Legion “task graph”

naturally exposes the available parallelism in the application as well as presents opportuni-

ties for hiding the latency of any required communication, as is done in Uintah. Although

asynchronous task launches and nonblocking data movement are common in existing

programming models, Realm makes all runtime operations asynchronous, which includes

resource management, performance feedback, and even synchronization primitives [51].

Although there are many commonalities in the graph approach between the AMT

runtimes, perhaps the most obvious difference between Legion and Uintah is the graph

creation and execution strategy, which for Legion is to execute the task graph as it is being

constructed, keeping only a frontier of the graph available and containing only ready tasks

that have not yet been executed. Without the whole graph available, any scheduling or

mapping decisions made by the runtime are local. The frontier of the Legion task graph

must include enough parallelism that good local scheduling or mapping decisions are

even possible. The key goal is to make sure the application is able to “run ahead” of

the actual execution and is achieved by a depth-first traversal of one components’ tasks

before moving on to the next. Explicit dependencies allow the enumeration and execution

of tasks to be asynchronous, but the maximal benefit is obtained when all dependencies

are explicit. Any application dependency that cannot be expressed explicitly requires some

other task to wait before launching it, and this wait brings back all the drawbacks of the

implicit dependency model.
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Legion distinguishes between a SingleTask that is similar to a single function call and

an IndexSpaceTask that is similar to a potentially nested for loop around a function call

with the restriction that each invocation be independent. If the IndexSpace is explicitly

declared as disjoint, the runtime can reduce the associated dynamic runtime analysis cost

compared to the alternative of expressing each index space task as a single task. Every

Legion program executes as a tree of tasks with a top-level task spawning subtasks that

can recursively spawn further subtasks [51]. A root task is initially executed on some

processor in the machine, and this task can launch an arbitrary number of subtasks. Each

subtask can in turn launch its own subtasks. The task tree has no depth limit in a Legion

program execution. A subtask can access only regions (or subregions) that its parent task

could access; furthermore, the subtask can have permissions only on a region compatible

with the parent’s permissions. As mentioned above, tasks must a priori declare all data

they will operate on. Because of the tree structure, parent tasks must a priori declare any

data that their children will operate on [16].

Effectively, the graph is a RegionTreeForest, which provides good high-level details

about functionality. This graph is made up of IndexTreeNodes, which are inserted into the

tree dynamically at runtime. This approach again allows Legion to execute the task graph

as it is being constructed. In short, the complexity of this operation is amortized over the

entire execution of the task graph, with average complexity being just that of insertion

and the subsequent analysis that is triggered upon task insertion. This operation is fully

overlapped with task execution (e.g., thread-safe insertion). The RegionTreeForest defines

the interface between all RegionTreeForest data structures and the rest of the Legion run-

time. The RegionTreeForest is the Uintah equivalent of the DataWarehouse, TaskGraph,

and BVHTree combined.

In contrast to Uintah, automatic dependency management within the Legion runtime

system requires the application developer explicitly supply far more characteristics of data

dependencies. The implication is that for a globally couple problem like the CCMSC target

boiler simulation with radiation, this approach would require explicit task creation from

the developer for globally communicating the radiative properties for computation. This

scenario effectively becomes an intractable programming problem, explicitly writing tasks

for all pairs across the computational domain, making correctness difficult to achieve.
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3.2 Charm++
Charm++ [78, 79, 80] is an AMT runtime system designed around the migratable-

objects programming model and the actor execution model. The actor execution model

differs subtly from the communicating sequential task (CSP) model of MPI: with CSP,

a worker is typically considered to be active until it reaches a synchronization or com-

munication point, whereas in the actor model, workers (“actors”) are considered inactive

until they receive a message. Programming in Charm++ resembles that of MPI more

than Legion or Uintah [16]. A Charm++ program is essentially a C++ program where

some components describe its parallel structure. Sequential code can be written using any

programming technologies that cooperate with the C++ toolchain, which includes C and

Fortran. Parallel entities in the user’s code are written in C++. These entities interact with

the Charm++ framework via inherited classes and function calls [80].

The basic unit of parallel computation in Charm++ is the chare. According to the

Charm++ manual [81], “A Charm++ computation consists of a large number of chares

distributed on available processors of the machine, and interacting with each other via

asynchronous method invocations.” These chare object methods, which may be invoked

remotely, are known as entry methods, where invocation is performed asynchronously, in

keeping with the non-preemptible nature of work units in Charm++. Asynchronous entry

method invocation on a remote chare is equivalent to remote procedure calls (RPC) or

active message passing. The parameters to a remote method invocation are automatically

marshalled on the sender side (serialized into a packed buffer) and unmarshalled by the

recipient [16].

The specification by the programmer of parallel workflow in Charm++ is primarily

done using a specialized charm interface minilanguage written in files with the extension

.ci. The runtime system crosscompiles these ci files into C++ code, which a standard

C++ compiler can then compile into the main executable. Beyond this basic usage, the ci

file syntax allows the programmer to write event-driven code, in which execution flow

proceeds based on the satisfaction of certain preconditions, expressed using the when

construct [80].

Surprisingly, the baseline Charm++ runtime system has no explicit representation of

the task graph that will execute. Task graphs have never played a substantial role in any
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Charm++ application that the Charm++ developers are aware of. Rather, objects have been

designed to represent elements of the problem decomposition, and individual tasks they

need to perform over their lifetime get encoded into their compiled control flow, driven by

messages as they arrive. Put another way, each processor sees the objects residing locally

and the messages in its queue. Individual objects generate and respond to messages based

on the code of their methods. Objects with simple life cycles can be purely reactive or use

simple flags and counters to manage their behavior.

Objects with more complex life cycles can use an internal DAG notation Charm++

provides to generate structured control flow. The Charm++ team has recently released

a TaskGraph library that is designed to make it easier to solve “directed information flow”

problems. More experimental features do form explicit task dependency representations

to manage data movement in various places. The declaration of data usage (in/out/inout,

etc.) is used to inform strategies for GPUs, out-of-core execution, high bandwidth memo-

ries, etc.

3.3 Others - HPX, PaRSEC, STAPL, StarPU, DARMA,
and OCR

HPX [82] is a parallel runtime system that extends the C++11/14 standard to facili-

tate distributed operations, enable fine-grained constraint-based parallelism, and support

runtime adaptive resource management [82]. The HPX runtime design strategy provides

a general asynchronous many-task runtime solution that is highly dependent on existing

and emerging C++ standards. A principal focus seems to be at the intranode level, as

an intranodal runtime system. HPX uses task scheduling and message passing to enable

asynchrony and proper ordering of tasks and extends the notion of a partitioned global

address space (PGAS), resulting in an active component referred to as an active global ad-

dress space. In the same way Charm++ supports migratable objects, the HPX active global

address space allows for transparent internodal migration of objects to achieve dynamic

communication, synchronization, scheduling, task placement, and data migration [82].

HPX currently has no support for automatic data dependency analysis, halo scattering

and gathering, etc.

PaRSEC [83] is a generic framework for architecture-aware scheduling and manage-
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ment of fine-grained tasks on distributed many-core heterogeneous architectures and in-

cludes libraries, a runtime system, and various development tools to aid in porting. Appli-

cations using PaRSEC are expressed as a DAG of tasks with labeled edges designating data

dependencies. PaRSEC’s DAGs are represented in a compact format that can be queried

to discover data dependencies. Similar to Uintah, and due to the dataflow representation,

communications are implicit, handled automatically by the runtime. Specifically, in the

PaRSEC model, data exchange is not explicitly coded by the developers into their applica-

tion, as in MPI, but implied in the application’s dataflow representation [83]. Like Uintah,

this internodal communication automation allows the runtime to employ nonblocking

communication to efficiently overlap communication and computation. PaRSEC is the

only other AMT runtime for which the literature shows an implementation of radiation

transport sweeps [84], discussed above in Section 2.4. How sweeps is supported within

Uintah, which dramatically advances radiation modeling capabilities for the CCMSC tar-

get boiler problem, will be discussed in more detail in Section 7.5.

STAPL [85], or Standard Template Adaptive Parallel Library, resembles HPX in that it is

a parallel programming framework that extends C++ and STL to provide unified support

for shared and distributed memory parallelism. A primary aim of STAPL is that it plays a

similar role in facilitating parallel program development as the ISO C++ standard library

plays for sequential C++ programming [85]. STAPL provides varying levels of abstraction,

appropriately ranging from application developer to a runtime system developer. Parallel

programs can be composed by nonexpert parallel programmers using building blocks

from the core STAPL library (much like Uintah). Users can be aware of the distributed

nature of the machine, but such awareness is not required.

StarPU [86] is a runtime system providing a high-level, unified execution model tightly

coupled with an expressive data management library. The main goal of StarPU is to

provide a way to generate parallel tasks over heterogeneous hardware and also develop

and tune scheduling algorithms. The StarPU task structure includes a high-level descrip-

tion of task data and how that data are accessed (i.e., R, W, R/W). It is also possible to

express tasks dependencies in a way that allows programmers to express complex task

graphs with very little effort. Since tasks are launched asynchronously, this approach to

dependency expression allows StarPU to reorder tasks to improve performance. Because
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some application developer interaction is required to aid StarPU in MPI transfers among

nodes, halo transfers must be accomplished through user-defined tasks, making radiation

or any global dependency problem virtually impossible to handle using StarPU.

The Distributed Asynchronous Resilient Models and Applications (DARMA) co-

design programming model is not a runtime itself, but rather a translation layer between a

front end that provides a straightforward API for application developers in asynchronous

multitasking (AMT) runtime systems and a back end that is an existing AMT runtime

system [87], [88]. Consequently, an application developer can write a DARMA code and

run it using several different runtime system back ends, e.g., Charm++, Pthreads, HPX,

and OCR with more back ends under development [88]. DARMA could then potentially

provide a back end for Uintah.

The Open Community Runtime (OCR) [89] is an AMT runtime system for extreme

scale computing, developed through collaboration among Rice University, Intel Corpo-

ration, UIUC, UCSD, Reservoir Labs, Eqware, ET International, University of Delaware,

and several national laboratories. OCR is a community-driven project defined by a formal

specification. Although OCR is a runtime system, its low-level API suggests a natural

programming model, but most application programmers will prefer higher level program-

ming models that run on top of OCR [90]. Two examples include HabaneroC++ [91] and

Intel CnC [92] with a port of Legion currently underway.

3.4 AMT Summary
This chapter has provided a survey of current leading AMT runtimes and program-

ming models and a cross section of those under initial or active development. The cur-

rent AMT community clearly represents a broad range of different design points and

philosophies within the design space of AMT models. The AMT runtimes and mod-

els covered here comprise the majority of those available today as well as those under

initial development; however, not one offers support for automated global halos. Legion

and Charm++ remain the only two models that offer the closest conceivable approach;

however, they require the application developer explicitly supply far more characteristics

of data dependencies. For the CCMSC target boiler problem, global dependencies within

OCR would result in millions of hand coded tasks, an untenable solution.
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RADIATION AS A DESIGN DRIVER

This chapter details how Uintah’s hybrid multithreaded MPI runtime system [32] was

extended to support, schedule, and execute both GPU and CPU tasks simultaneously. This

work was initially motivated by the Utah CCMSC need for an efficient, parallel radiation

transport algorithms for use in the CCMSC target boiler simulations, which are amenable

to both domain decomposition strategies and GPU parallelization. Creating an efficient, GPU-

accelerated radiation model based on RMCRT methods (Section 2.3) is the focus of this

chapter. Due to introduction of the RMCRT radiation model, the principal vehicle for this research,

the challenge of globally coupled dependency analysis, was discovered within Uintah.

Additionally, this chapter introduces the benchmark radiation problem described by

Burns and Christon [1], which is used and referenced throughout this dissertation and

provides an analytical solution to compare numerical results against. Figure 4.1 depicts the

Burns and Christon benchmark problem, an isothermal unit cube, centered on the origin

and oriented so that the sides of cube are orthogonal to the principal Cartesian axes [1].

The walls of the cube are cold and black, and the interior of the cube consists of gray,

nonscattering, absorbing/emitting material with a constant temperature and a tri-linearly

varying absorption coefficient. Initial conditions consist of a uniform temperature field

and varying absorption coefficient.

4.1 Original GPU Engine
Humphrey et al. mention in [34] that an important trend in high-performance comput-

ing is the planning and design of software framework architectures for emerging and fu-

ture systems with multi-petaflop and eventually exaflop performance. With ever-imposed

demands on system architects for increased density and power efficiency, traditional sys-

tems are now being augmented with an increasing number of graphics processing units

(GPUs) [93]. This design is most notable in systems such as the Keeneland Initial Delivery
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Figure 4.1. Burns and Christon benchmark radiation problem.

System (KIDS)1 [94]. This architectural trend is also evidenced in the upgrade path of the

DOE Jaguar2 system to Titan [95].

Significant challenges face those trying to program for such architectures. The first of

these challenges is the prospect of significantly less memory per core as the number of

cores per socket continues to grow. In order to address this challenge, as recognized by a

number of authors [96], [97], Uintah [30], an open-source software framework, has moved

1KIDS is an experimental HP-Nvidia GPU cluster located at the National Institute for Computational
Sciences with 120 compute nodes, each with two Intel Xeon X5660 (Westmere 6-core @2.8GHz) processors,
24GB memory, InfiniBand QDR (single rail) interconnect and 3 Nvidia Tesla M2090 GPUs.

2Jaguar is a DOE supercomputer located at the Oak Ridge National Laboratory with 18,688 compute nodes
each of which contains a single 16-core AMD Opteron 6200 Series (Interlagos cores @2.6GHz) processor on
one of its two sockets, 32GB memory and Gemini interconnect, giving 299,008 processing cores. Currently on
960 nodes, the second socket contains a single Nvidia Tesla 20-series GPU. This 960-node partition is known
as TitanDev.
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from a model that uses only MPI to one that employs MPI to communicate between nodes

and a shared-memory model using Pthreads to map the work onto available cores in a

node [32]. At the time, the Uintah task-based model lent itself better to the use of Pthreads

rather than OpenMP. This approach has led to the development of a multithreaded MPI

runtime system, including a threaded task scheduler that has enabled Uintah to show

excellent strong and weak scaling up to 196,000 cores on the DOE Jaguar XT5 system and

good initial scaling to 262,144 cores on the upgraded DOE Jaguar XK6 system [44]. Using

this approach has reduced Uintah’s on-node memory usage by up to 80% [32].

A second challenge posed by such architectures is the design of runtime systems that

maximize system utilization by fully exploiting all available processing resources on-node.

Central to this goal is overcoming the inherent bandwidth bottleneck of PCI-express (PCIe)

transfers to and from the GPU, as discrete GPUs are typically hosted in PCIe slots. Data

copy across the PCIe bus, which has a maximum theoretical bandwidth of 8.0GB/s (PCI

Express Gen2 x16 for the Nvidia Tesla C20 series cards). In practice, this rate is closer to

3.3GB/s when using paged memory, and 5.3GB/s using pinned (page-locked) memory.

For memory bandwidth bound tasks, this bottleneck requires more advanced techniques

to harness the computational power offered by GPUs. Many current approaches to this

problem leave CPU cores idle during GPU-based computation, and others simply do not

extend their focus beyond a single GPU. These approaches waste substantial available

computational power. Uintah is novel in its use of a asynchronous, task-based paradigm,

with complete isolation of the application developer from parallelism. The individual

tasks are viewed as part of a directed acyclic graph (DAG) and are executed adaptively,

asynchronously, and often out of order [31].

This chapter examines the design of a CPU-GPU scheduler in the context of a de-

veloping scalable hierarchical ray-tracing radiation transport model to provide Uintah

with additional capabilities for heat transfer and electromagnetic wave propagation. This

work directly addresses the second major challenge introduced by heterogeneous systems,

specifically utilizing all processing resources available on-node.
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4.2 Developing a Uintah Radiation Model
In reacting flow simulations, the main computational cost is the solution of the large

number of systems of linear equations required by the discrete ordinates method. Al-

though the solution of these systems can be made to scale [44], it is important to reduce

this cost. With this cost reduction in mind, more recent work has been based upon the use

of more efficient reverse Monte Carlo ray tracing (RMCRT) methods, e.g., [63], [8], [48].

RMCRT lends itself to scalable parallelism because the intensities of each ray are mutually

exclusive. Therefore, multiple rays can be traced simultaneously at any given cell and

timestep [34].

Humphrey et al. demonstrated in [34] how to extend the Uintah framework so that

problems involving radiation can also be directly supported within Uintah. Some kinds of

radiation transport problems already use CFD codes and AMR techniques [7], [98]; how-

ever, other problems require the concept of tracing rays or particles, such as the simulation

of light transport, heat, radiation, or electromagnetic waves.

The approach adopted in Uintah is the use of RMCRT methods, as described by [63].

This approach has the important advantage that by using the principle of reciprocity in

radiative transfer, rays are traced backwards from the computational cell, thus eliminating

the need to track ray bundles that never reach that cell [63]. In RMCRT, rather than

following a ray forward and calculating the energy it has lost, the amount of incoming

intensity from its path absorbed by the origin where the ray was emitted is calculated.

Sun et al. [8] point out that RMCRT is more amenable to domain decomposition and thus

a parallel implementation due to the backward nature of the process. Figure 2.1 shows

the back path of a ray from S to the emitter E, on a nine-cell structured mesh patch. Each

ith cell has its own temperature Ti, absorption coefficient κi, scattering coefficient σi, and

appropriate pathlengths li,j. In each case, the incoming intensity is calculated, say in cell 4,

and then traced back through the other cells. The intensity is integrated along the ray path

to compute a divergence of the heat flux or a surface flux. When a ray hits a boundary (as

on surface 17 in the figure), it can be either reflected or absorbed depending on the surface

properties. Rays are terminated when their intensity is sufficiently small.

Despite the improved efficiency over forward MCRT, there are considerable challenges

in the efficient implementation of RMCRT as it is an all-to-all method, where all of the ge-
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ometry information and property model information for the entire computational domain

must be present on each processor [8]. This characteristic severely limits the size of the

problem that can be computed due to memory constraints, especially with large highly

resolved physical domains [34]. This challenge is being addressed by using the multilevel

mechanisms within Uintah to represent a portion of the domain at a coarser resolution,

thus lowering the memory usage [48]. The hybrid memory approach of Uintah [32] also

helps as only one copy of geometry is needed per multicore node. In general, the data

required by the RMCRT algorithm are projected to all of the coarser levels, with each level

spanning the entire domain. For each fine-level patch, data from the coarser levels are

retrieved from the Uintah DataWarehouse, encompassing the patch in a stair-step fashion.

CPU-only scalability studies of the RMCRT for the benchmark problem, as described

by Burns and Christon [1], were run by Humphrey [34] on on a single-level grid [48] with

2563 cells, using 25 and 100 rays per cell. Each scaling run was run for ten timesteps, one

patch per processor, and the mean time per timestep was computed. These preliminary

results, generated by Humphrey [34], show reasonable scaling up to 768 cores. Above this

core count the loss of scalability is perhaps due to increased communication costs and/or

a load imbalance. Nevertheless, these results provide a good proof of concept and an

excellent starting point for this work.

4.3 Scheduler Architecture
As noted by Meng et al. [32], Uintah is a sophisticated computational framework that

can integrate multiple simulation components, analyze the dependencies and communi-

cation patterns between them, and execute the resulting multiphysics simulation. These

operations are accomplished by utilizing an abstract task graph representation of paral-

lel computation and communication to express data dependencies between components.

The task graph is a directed acyclic graph of tasks. Each task consumes some input and

produces some output (which is in turn the input of some future task). These inputs and

outputs are specified for each patch in a structured grid.

Associated with each task is a C++ method that is used to perform the actual compu-

tation. In the context of the new hybrid CPU-GPU scheduler, a GPU task is represented

by an additional C++ method that is used for GPU kernel setup and invocation [34]. Each
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component specifies a list of tasks to be performed and the data dependencies between

them. The task graph approach of Uintah shares many features with the migratable object

philosophy of Charm++ [78], [79], [80] (Section 3.2). In order to increase efficiency, the task

graph is created and stored locally [30]. Uintah’s CPU-GPU task scheduler is responsible

for computing the dependencies of tasks, determining the order of execution, and ensuring

that the correct interprocess communication is performed [30]. It also ensures that no input

or output variable conflicts will exist in any two simultaneously running tasks. In the

migration of the Uintah Computational Framework to hybrid CPU-GPU architectures, we

elected to use Nvidia CUDA C/C++ for numerous reasons. Looking at the upgrade path of

the DOE Jaguar XK6 system to Titan [95] and also the Keeneland Initial Delivery System

(KIDS) [94], we see a trend in the use or planned use of Nvidia GPUs [34]. These are the

target machines on which we are already running both CPU and mixed CPU-GPU simu-

lations. Initial runs using ported portions of the CFD component ICE have demonstrated

the ability of our CPU-GPU scheduler to run capability jobs on both KIDS and TitanDev,

utilizing all CPU cores and all GPUs simultaneously on each machine. KIDS currently has

1440 CPU cores and 360 Nvidia Tesla 20-series GPUs and TitanDev, 15360 CPU cores and

960 Nvidia Tesla 20-series GPUs.

The principal additions made by this new CPU-GPU scheduler are: significant lever-

aging of the Nvidia CUDA Asynchronous API [99] to best overlap PCIe transfers and MPI

communication with GPU and CPU computation; insulating the component developer

from the complexities and details involved with device memory management and asyn-

chronous operations, by automatically managing these operations; and using knowledge

of the task graph and task dependencies to pre-fetch data needed for simulation variables

prior to task execution. Hence, when a GPU task is ready to run, data needed for the task

are already resident in GPU main memory. The GPU task need merely query the scheduler

for device pointers and invoke the kernel.

The existing Uintah code base is nearly 800K lines of code, a significant challenge

to port in terms of infrastructure and existing simulation components. Although

OpenCL [100] has the potential to support more than just GPUs and will be a consideration

for use in the future, Nvidia CUDA currently offers far greater support in terms of

performance and analysis tools as well as an API allowing for easier performance gains
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and portability for existing codes. Below we describe the design of our CPU-GPU

scheduler and its use of the Nvidia CUDA Asynchronous API [99] in detail.

4.3.1 Multithreaded Runtime System Design

The overall design of the multithreaded MPI runtime system is explained in great detail

in [32], but to provide context, we review its design briefly here. We then describe in detail

how this architecture has been extended by our recent work, adapting Uintah to run on

current and emerging heterogeneous systems.

As mentioned in [32], the core scheduler component that stores simulation variables

is the DataWarehouse. The DataWarehouse is a hashed-map-based dictionary that maps

a variable name and patch ID to a memory address. In the Uintah framework, after the

regridder changes the simulation grid and the load balancer generates the patch distri-

bution, the scheduler will create new sets of detailed tasks, compile a new task graph,

and initialize the DataWarehouse. Uintah’s innovative load balancer utilizes space-filling

curves in order to cluster patches together [101]. Originally, Uintah used both dynamic and

static schedulers, based solely on MPI, in which data structures were created on each MPI

process. Although most of Uintah’s infrastructure components were carefully designed

to be stored in a distributed manner, it was necessary for some data to be stored multiple

times, e.g., neighboring patch sets, neighboring tasks, and ghost variables. A limitation

of pure MPI scheduling was that tasks that were created and executed on the same node

could not share data. Uintah’s multithreaded MPI scheduler [32] solves this problem by

dynamically assigning tasks to worker threads during execution and shares the same in-

frastructure components between threads. This design uses one control thread and several

worker threads per MPI process. The control thread holds all infrastructure components

such as the regridder, the load balancer, the task graph, and the DataWarehouse and has

read and write access to them.

As Humphrey et al. point out in [34], central to the design of the dynamic CPU-GPU

scheduler (Figure 4.2) is the multistage queuing architecture for efficient scheduling of

CPU and GPU tasks. The CPU-GPU scheduler utilizes four task queues: an internal ready

queue and an external ready queue for CPU tasks and two queues for the GPU; one for

initially ready GPU tasks; those that have requisite simulation variable data copies from
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Figure 4.2. Original Uintah CPU-GPU task scheduler architecture.

host-to-device pending; and a second for the corresponding device-to-host data copies

pending completion. First, if a task’s internal dependencies are satisfied, then that task

will be put in the CPU internal ready queue where it will wait until all required MPI

communication has finished. In this same step, if the task is GPU-enabled, the task is then

put into the host-to-device copy queue for advancement toward execution. Ultimately,

the task goes to the pending device-to-host copies queue. As long as the CPU external

queue is not empty, there are always tasks to run. Execution of a task takes place on the

first available CPU core or GPU and the scheduler resides on a single, dedicated core per

node [34]. CPU tasks are dispatched by the control thread to available CPU cores when

they signal the need for work. GPU tasks are assigned in a round-robin fashion to available

GPUs on-node once their asynchronous host-to-device data copies have completed. This

design helps to overlap MPI communication and asynchronous GPU data transfers with

CPU and GPU task execution, significantly reducing MPI wait times [34].
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4.3.2 Asynchronous GPU Techniques

Significant difficulties arise when mixing concurrency APIs, most notably race con-

ditions, deadlock, and general synchronization complexities. Within Uintah’s CPU-GPU

scheduler is a combination of MPI, Pthreads, and Nvidia CUDA, a combination that must

be managed with care to avoid such difficulties. Multiple GPUs per node further com-

plicate this situation in the presence of asynchronous memory copies and multiple device

contexts (one CUDA calling context per device per process). In the same fashion that

Uintah insulates the application developer from the parallelism its infrastructure provides,

it also hides and carefully manages details related to GPU memory allocation and transfer.

The Fermi-based GPUs found on the target machines mentioned at the beginning of this

section offer additional ways to achieve asynchronous concurrent execution of kernels.

These GPUs have two copy engines and support multiple kernels running concurrently.

Using these features, GPU tasks can be copying data to and from the device as well as

running multiple kernels simultaneously. In order to exploit these features, the CPU-GPU

scheduler creates and manages queues of CUDA Streams [99], one for each device on-node.

Streams provide a means to perform multiple operations simultaneously in that operations

from different streams can be interleaved and also run concurrently. Our implementation

also uses CUDA Events [99], which are used for timing and in checking completion of

operations such as asynchronous memory copies to and from the GPU.

4.3.3 Extending the Uintah Task Class

Previously, the portion of the Uintah Task class responsible for actual execution of the

C++ method representing the computation to perform was comprised of a single instance

of an Action class, which contains a single function pointer to the C++ method to run.

With the addition of GPU tasks, we have modified the Uintah Task class to include an

additional Action instance with an associated pointer to the function containing the GPU

kernel setup and invocation. This modification was accomplished without altering any

existing interface or simulation component.

The design decision to support registration of multiple function pointers was to ulti-

mately add the ability for the scheduler to chose between execution of the CPU or GPU

version of the task at runtime. It may be the case that if all on-node GPUs are currently
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busy or unavailable and there exists an idle CPU core, then it is best to execute a particular

task on that CPU core. Currently, if a GPU task has a GPU implementation, it is executed

on the GPU.

4.3.4 Prefetching GPU Task Data

When the CPU-GPU scheduler begins dispatching ready tasks from the CPU external

ready queue, it diverts GPU-enabled tasks to the initially ready GPU task queue. Just prior

to this step, the CPU-GPU scheduler initiates the device memory allocations and asyn-

chronous host-to-device data copies for the requisite simulation variables. These asyn-

chronous data copies are accomplished by querying the DataWarehouse for the location

and size of the data required for computation and also requesting that the DataWarehouse

allocate space for the result of the computation. We have exposed a flat representation of

the underlying 3D data structure representing each simulation variable on a patch. This

linear array maps relatively easily onto the GPU. To fully exploit the aforementioned levels

of concurrency, the host memory to be copied to device must be page-locked. This page-

locked host memory guarantees the memory will not be paged to disk. The CPU-GPU

scheduler then registers for direct memory access (DMA) the host memory to be copied

to the GPU using a call to +cudaHostRegister()+ with the cudaHostRegisterPortable

flag. This call and flag pair creates page-locked (often referred to as pinned) memory from

preallocated host memory that is considered page-locked by all CUDA contexts. This step

avoids a bounce buffer, accelerates PCIe transfers, and also eliminates resetting of CUDA

contexts when referencing the registered host memory. A call to cudaHostRegister() can

be cleanly performed from the host without setting a context.

The new scheduler infrastructure maintains a set of queues for stream and event han-

dles (one per device representing separate contexts for each), and assigns them to each

simulation variable per timestep to overlap with other host-to-device memory copies as

well as kernel execution. These stream and event handles are stored by the associated task

itself and effectively provide a mechanism to detect completion of asynchronous memory

copies without a busy wait, using cudaEventQuery(event). This mechanism, developed

by Humphrey in [34], allows querying the status of all device work preceding the most

recent CUDA API call to cudaEventRecord() [99].
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On systems with multiple on-node GPUs such as KIDS, the CPU-GPU scheduler must

also manage a CUDA calling context for each device. The CUDA calling context is set

per device prior to subsequent CUDA API calls on that device. In general, the CPU-

GPU scheduler assigns a device to the task itself (round-robin), allocates space on the

device, marks the task as initiated, and then starts the asynchronous host-to-device mem-

ory copies. The entire GPU task processing algorithm is shown in Algorithm 5, where it

should be noted that CPU task processing, as shown in [32], is interleaved with the GPU

task processing.

A call to cudaEventRecord() is then made after a call to cudaMemcpyAsync(), and these

event pointers are stored with the task itself. The task is then placed into the initially

ready GPU task queue. The priority of GPU tasks is based on the same prioritization

algorithm used in the CPU external-ready queue, and thus the overall task priority is

preserved. Task placement is accomplished asynchronously with respect to the CPU,

which is continually responding to requests from idle CPU cores for work. This series

Algorithm 5 GPU task controller logic.
1: while (completedTasks < totalTasks) do
2: if (numExternalReadyTasks() > 0) then
3: if (highest priority task isGPUEnabled()) then
4: initiateH2DCopies (task, iteration)
5: task.markInitiated ()
6: addInitiallyReadyGPUTask (task)
7: end if
8: end if
9: if (numInitiallyReadyGPUTasks() > 0) then

10: if (task.checkH2DCopyDependencies ()) then
11: runGPUTask (task, iteration)
12: addCompletionPendingGPUTask (task)
13: end if
14: end if
15: if (numCompletionPendingGPUTasks() > 0) then
16: if (task.checkD2HCopyDependencies ()) then
17: postMPISends (task, iteration)
18: reclaimStreams (task)
19: reclaimEvents (task)
20: task.completed ()
21: end if
22: end if
23: end while
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of steps essentially prepares the GPU memory needed by the task and is completed prior

to task execution. All data related to each task’s host and device pointers are kept in a set

of maps maintained by the CPU-GPU scheduler. These maps ultimately become a separate

GPU DataWarehouse [35].

4.3.5 GPU Tasks: Execution, Completion, and MPI Sends

During successive iterations of the CPU-GPU scheduler’s task controller algorithm, the

scheduler checks for existing tasks in the initially ready GPU task queue and determines

if its host-to-device memory copies have completed. Determining GPU task availability is

accomplished by performing cudaEventQuery(event) on each of a task’s recorded events.

The scan is essentially linear in the size of the list of events to query, but this size is never

greater than 10 elements, and is constant time, e.g., O(1). If all event queries return with

cudaSuccess, the GPU task is ready to run. The C++ method associated with the kernel

setup and invocation can then be executed. The component queries the scheduler for

device pointers and a stream to associate with the kernel launch. The component then

passes these pointers to the kernel routine that performs the computation on the device.

To transfer the results of the computation back to the host, the component code requests

a device-to-host copy via the infrastructure API. The scheduler in turn initiates the asyn-

chronous memory copy from device to host destination and records the events associated

with the task. Afterward, the task is placed in the completion-pending GPU task queue.

Within the CPU-GPU scheduler’s task processing loop (Algorithm 5), the events in

the stream associated with the device-to-host memory copy (and kernel used to compute

results) of the highest priority GPU task can be queried for completion. Success returned

on each of a task’s events indicates the task has completed execution. The results are then

guaranteed to be in the host-side DataWarehouse. At this point, the task can be marked

as completed and the CPU-GPU scheduler then reclaims all of the events and streams used

by the task. MPI sends from the GPU task can then be posted. The GPU task is finally

removed from the completion pending task queue, allowing other dependent tasks to

proceed.
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4.4 Computational Experiments
In this section we examine the performance of Uintah’s new hybrid CPU-GPU sched-

uler and runtime system by running the RMCRT benchmark problem described by Burns

and Christon in [1], which has a constant initial temperature field and the absorption

coefficient specified by a analytical function. This problem is run on a single level using

both 413 and 1283 cells. In both cases, the CPU-only version of the RayTrace() method

consumes more than 90% of the total compute time. Significant speed-ups in this portion

of the code yield significant speed-ups in overall time to solution.

We chose to use 413 initially so the computed divergence of the heat flux could be

compared to the data published in [1]. For these runs, 25, 50, and 100 rays per cell were

used. The testbed RMCRT component was run for ten timesteps with one patch per core

for the CPU implementation and one patch per GPU for the GPU implementation, with the

mean time per timestep computed and compared. We then describe the approach taken

in the GPU implementation of the ray tracer, observing the raw speed-ups obtained, and

compare a single Nvidia M2090 GPU against first a single core and then all cores on a

node. These cores were Intel Xeon X5660 (Westmere) @2.8GHz and AMD Opteron 6200

Series (Interlagos) @2.6GHz for KIDS and TitanDev, respectively. We also examined the

scaling behavior of the CPU and GPU implementations.

As mentioned in Section 2.3, RMCRT lends itself to scalable parallelism because the

intensities of each ray are mutually exclusive. Therefore, multiple rays can be traced

simultaneously at any given timestep in each cell in every Uintah patch. This exclusivity

between ray intensities leads us to the approach taken with the GPU implementation,

where 2D slices of the 3D patch are tiled with 2D threadblocks. These slices are in

the two fastest moving dimensions (as the patch cells are traversed), X and Y. A single

CUDA thread is assigned to each computational cell. Each thread (within a threadblock)

is then responsible for tracing the set of rays associated with its respective cell for each

slice. Each thread calculates the sum of the intensities from its set of rays, and the diver-

gence of the heat flux for the cell, completely independent of other threads. Again, this

exclusivity between rays avoids potentially costly atomic operations and synchronization.

This approach also allows for a single kernel launch per timestep, avoiding the overhead

associated with multiple kernel launches.
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Table 4.1 shows the relative time to solution for both CPU and GPU implementations,

and the speed-ups obtained on the single-level RMCRT testbed component using a grid

size of 413. These timings were a direct comparison on a single node of KIDS and TitanDev

for 25, 50, and 100 rays per cell. The first set of timings compares a single CPU core against

a single Nvidia M2090 GPU on-node. The second set compares all CPU cores (12 on KIDS

and 16 on TitanDev) with the same single GPU. These results show significant speed-ups

on both machines.

As would be expected, the times to solution using the GPU implementation for each

run are roughly equal for both machines; however, the CPU version of the ray tracer

runs considerably faster on Keeneland than on TitanDev. An interesting additional result,

not shown in Table 4.1, is that when using all three on-node GPUs on Keeneland and

comparing against the CPU implementation, the speed-ups were not as significant. The

slowdown can likely be attributed to the NUMA and contention effects within the multi-

GPU HP SL390 nodes described in [93]. Currently, the CPU-GPU scheduler has no notion

of GPU affinity. Addressing this issue to maximize utilization of the additional on-node

computational resources in multi-GPU systems will be a focal point in future work.

Table 4.1. GPU speed-ups relative to CPU implementation on a single node of Keeneland
and TitanDev.

Single CPU core vs. single GPU
Machine Rays CPU (s) GPU (s) Speedup
Keeneland 25 28.32 1.16 24.41
1 Core 50 56.22 1.86 30.23
Intel 100 112.73 3.16 35.67
TitanDev 25 57.82 1.00 57.82
1 core 50 116.71 1.66 70.31
AMD 100 230.63 3.00 76.88

All CPU cores vs. single GPU
Machine Rays CPU (s) GPU (s) Speedup
Keeneland 25 4.89 1.16 4.22
12 Cores 50 9.08 1.86 4.88
Intel 100 18.56 3.16 5.87
TitanDev 25 6.67 1.00 6.67
16 Cores 50 13.98 1.66 8.42
AMD 100 25.63 3.00 8.54
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Using the CPU-GPU scheduler, we were able to run capability jobs on both machines,

using all CPU cores and GPUs on-node, but we saw diminishing returns at larger scale.

The all-to-all nature of this problem severely limits the size of the problem that can be com-

puted, and hence single-level RMCRT does not yet scale well due to memory constraints

with large highly resolved physical domains. Figure 4.3 shows strong scaling results

(generated by Humphrey in [34]) for both CPU and GPU implementation on TitanDev.

Similar CPU-only scalability studies of the same single-level RMCRT benchmark problem

are described in [1]. Figure 4.3 illustrates that the GPU implementation quickly runs out of

work, and strong scaling begins breaking down around eight GPUs. Although the mean

time per timestep for the GPU implementation is still considerably lower than the CPU

implementation at this point (up to 64 GPUs), ultimately there is insufficient work, and

both implementations suffer from the same exorbitant communication costs that are the

central difficulty in this problem [34]. This scalability issue becomes a principal focus of

this dissertation, and is initially addressed in Chapter 5.
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4.5 Task Graph Scalability
Meng, Humphrey, and Berzins proposed in [50] that if the applications software is

written in an abstract task graph manner so as to be executed by a runtime system that

adaptively varies task graph execution, then it may be possible to combine a modest

degree of portability across a number of large-scale parallel architectures with scalability

at large core counts. High efficiency is achieved when the runtime environment is allowed

to flexibly schedule the execution order of the various computational tasks [52]. This

methodology was tested on three leading Top500 machines as of November, 2012 [102]

– OLCF Titan3, TACC Stampede4, and ALCF Mira5 – using three diverse and challenging

applications problems. These machines make use of three very different processors and

networks. Two of the machines, Titan and Stampede, have GPU accelerators and Intel

Xeon Phi co-processors, respectively. Of particular interest was the application that used

a combination of the Arches [103] turbulent combustion simulation component coupled

with RMCRT for radiation.

The primary discovery in [50] related to this dissertation was Uintah’s inability to

complete RMCRT simulations beyond 16,000 CPU cores due to intractable task graph

compilation times, e.g., nearly one hour at that scale on the DOE Titan and Mira systems.

This road block would become the predominant scalability concern with this challenging

3Titan is a Cray KX7 system located at Oak Ridge National Laboratory, where each node hosts a 16-core
AMD Opteron 6274 processor running at 2.2 GHz, 32 GB DDR3 memory and 1 NVIDIA Tesla K20x GPU
with 6 GB GDDR5 ECC memory. The entire machine offers 299,008 CPU cores and 18,688 GPUs (1 per node)
and over 710 TB of RAM. Titan uses a Cray Gemini 3D Torus network, 1.4 µs latency, 20 GB/s peak injection
bandwidth, and 52 GB/s peak memory bandwidth per node.

4Stampeded is an XSEDE resource at Texas Advanced Computing Center, with Intel’s new co-processor
technology, the Xeon Phi. The host processors are eight-core PowerEdge C8220, Xeon E5-2680 operating at
2.7GHz with an Intel Xeon Phi co-processor operating at 1.0GHz. Each compute node has two eight-core
sockets with 32 GBytes of memory. Stampede is outfitted with 6, 400 compute nodes and 102, 400 cores
providing greater than 2 PFlops for the compute cluster and greater than 7 PFlops for the co-processors).
The total system memory is 205 TB with over 14 PBytes of shared disk space using the Lustre file system. The
system components are connected via a fat-tree FDR InfiniBand interconnect.

5Mira is a IBM Blue Gene/Q system located at Argonne National Laboratory that enables high-
performance computing with low power consumption. The Mira system has 49,152 nodes, each having 16
1600 MHz PowerPC A2 cores per node, providing a total of 786,432 cores. Each node has 16 GB of RAM and
the network topology is an integrated 5D torus with hardware assistance for collective and barrier functions
and 2GB/sec bandwidth on all 10 links per node. The latency of the network varies between 80 nanoseconds
and 3 microseconds at the farthest edges of the system. The interprocessor bandwidth per flop is close to 0.2,
which is higher than many existing machines. There are two I/O nodes for every 128 compute nodes, with
one 2 GB/s bandwidth link per I/O node. Mira uses the GPFS file system. Ranks are assigned with locality
guarantees on the machine.



57

global dependency problem. Figure 4.4 shows strong scaling results for this problem and

illustrates the 16,000 core simulation barrier, especially on Mira.

Although this problem surfaced again for Uintah’s AMR regridding phase in [104],

the underlying issue with task graph compilation in the context of global dependency

problems was not revisited until RMCRT was in the critical path for the CCMSC mission,

through the work done in [55] (Chapter 7) for a 351 million CPU hour INCITE award, 71

millions hours of which were on the DOE Titan system. Figure 4.5 shows weak scaling

based on how individual components in the overall AMR regridding phase were im-

proved. The task graph portion of the overall regridding phase Figure 4.5 within Uintah is

a central focus of this dissertation.
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4.5.1 Summary and Conclusion

This chapter has introduced the central role radiation modeling plays in the CCMSC

target boiler simulation, and has shown that the CPU-GPU scheduler design is capable

of running Uintah simulations, specifically the RMCRT radiation model, on current and

emerging heterogeneous systems, fully utilizing all on-node computational resources si-

multaneously. However, we face significant scalability challenges inherent in the RMCRT

problem, as shown in our results. Developing a scalable approach to this problem is

addressed in Chapter 5. Other aspects of the CPU-GPU scheduler will be improved upon

as well. Most notably, the centralized control thread design will need to be revised by

moving to a decentralized design [33]. The central control thread design will become

a severe performance bottleneck as CPU core counts on-node continue to grow. This

approach has already been taken in our multithreaded CPU task scheduler [33], and is

planned for the CPU-GPU scheduler. This design will allow any thread to fetch and

execute both CPU and GPU tasks and also to send and receive its own MPI messages.

Implementing an efficient, lock-free GPU DataWarehouse is another consideration as is
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implementing a mechanism for the CPU-GPU scheduler to decide at runtime whether to

run a particular task on a CPU core or on a GPU.

Although the investigation of scalability with respect to the different processors and

communications performance concluded that the adaptive DAG-based approach provides

a very powerful abstraction for solving challenging multiscale, multiphysics engineering

problems on some of the largest and most powerful computers available today [50], the

key discovery related to the global dependency problem within Uintah, related to this

dissertation, was Uintah’s inability to complete RMCRT simulations beyond 16,384 CPU

cores due to intractable task graph compilation times. Addressing this critical issue is

covered in Chapter 5.



CHAPTER 5

SCALABLE RADIATION MODELING TO

262,144 CPU CORES

Radiative heat transfer is an important mechanism in a class of challenging engineering

and research problems. A direct all-to-all treatment of these problems is prohibitively ex-

pensive on large core counts due to pervasive all-to-all MPI communication. The massive

heat transfer problem arising from the next generation of clean coal boilers being mod-

eled by the Uintah framework has radiation as a dominant heat transfer mode. Reverse

Monte Carlo ray tracing (RMCRT) can be used to solve for the radiative-flux divergence

while accounting for the effects of participating media. The ray tracing approach used

here replicates the geometry of the boiler on a multicore node and then uses an all-to-all

communication phase to distribute the results globally. The cost of this all-to-all is reduced

by using an adaptive mesh approach in which a fine mesh is used only locally, and a coarse

mesh is used elsewhere. A model for communication and computation complexity is used

to predict performance of this new method. This chapter shows this model to be consistent

with observed results and demonstrate excellent strong scaling to 262,144 cores on the DOE

Titan system on problem sizes that were previously computationally intractable [53].

5.1 Uintah RMCRT Approaches
The Uintah RMCRT module includes numerous approaches, each designed for a spe-

cific use case, ranging from a single-level method to a full adaptive mesh refinement using

an arbitrary number of grid levels with varying refinement ratios. This chapter focuses

on the multilevel mesh refinement approach and its scalability to large core counts. CPU

scaling results for this approach are shown in Section 5.3.
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5.1.1 Single-Level

The single-level RMCRT approach was initially implemented as a proof of concept to

begin comparisons against the legacy DOM solver within the Uintah Arches component.

This approach focused on the benchmark problem described by Burns and Christon in [1].

In this approach, the quantity of interest, the divergence of the heat flux, ∇q is calculated

for every cell in the computational domain. The entire domain is replicated on every

node (with all-to-all communication) for the following quantities: κ, the absorption co-

efficient, a property of the medium the ray is traveling through; σT4, a physical constant

σ· temperature field, T4 and; cellType, a property of each computational cell in the domain

to determine if along a given path, a ray will reflect or stop on a given computational

cell. These three properties are represented by 1 double, 1 double, and 1 integer value,

respectively.

For Ntotal mesh cells, the amount of data communicated is O(N2). Although accurate

and effective at lower core counts, the volume of communication in this case overwhelms

the system for large problems in our experience. Calculations on domains up to 5123 cells

are possible on machines with at least 2GB RAM per core and only when using Uintah’s

multithreaded runtime system, described in Section 1.3. Strong scaling breakdown for the

single-level approach occurs around 8-10K CPU cores for a 3843 domain. Currently, Uintah

has a production-grade GPU implementation of this single-level approach that delivers

a 4-6X speed-up 1 in mean time per timestep for this benchmark with a domain size of

1283 cells. The work done to achieve accelerator task scheduling and execution is detailed

in [34]. Initial scalability and accuracy studies of the single-level RMCRT algorithm are

also shown in [48], which examines the accuracy of the computed divergence of the heat

flux as compared to published data and reveals expected Monte-Carlo convergence.

5.1.2 Multilevel Adaptive Mesh Refinement

In this adaptive meshing approach, a fine mesh is used locally, and only coarser rep-

resentations of the entire domain are replicated on every node (with all-to-all communi-

cation) for the radiative properties, T, κ cellType. The fine level consists of a collection

of patches where each patch is considered a region of interest and individually processed

11-NVIDIA K20 GPU vs. 16-Intel Xeon E5-2660 CPU cores @2.20GHz
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using a local fine mesh and underlying global coarse-mesh data. Figure 5.1 and Figure 5.2

both illustrate a three-level mesh coarsening scheme and how a ray might traverse this

multilevel domain. Surrounding a patch is a halo region that effectively increases the size

(at the finest resolution) of each patch in each direction, x, y, and z. This distance is user

specified. An arbitrary number of successively coarser levels (received by each node dur-

ing the all-to-all communication phase) reside beneath the fine level for the rays to travel

across once they have left the fine level. Each ray first traverses a fine-level patch until it

moves beyond the boundary and surrounding halo of this fine-level patch. At this point,

the ray moves to a coarser level. Once outside this coarse level, the ray moves again to a

coarser level. The rays move from level to level, similar to stair stepping, until the coarsest

level is reached. Once on the coarsest level, a ray cannot move to a finer level. The key goal

of this approach is to achieve a reduction in both communication and computation costs,

as well as nodal memory footprint. This approach is fundamental to the CCMSC target

problem, the 1200 MWe boiler predictive case where the entire computational domain

needs to be resolved to adequately model the radiative heat flux.

Initial scalability results on a two-level methane jet problem using the Arches com-

ponent are shown in [50]. This problem was run on the the DOE Titan, Mira, and NSF

Stampede systems with ten rays per cell, two grid levels, a refinement ratio of four, and a

problem size of 2563 cells on the highest resolved mesh. These results provided an excellent

starting point by showing scaling to 16K CPU cores. Scaling results beyond 16,000 cores

at the time was not possible due to the intractable task graph compilation times noted

in Section 4.5, which were largely resolved in Section 5.3.1, with scaling results shown in

Section 5.3.

5.2 RMCRT Complexity Model
In this section, we generalize the initial analysis given in [50] of the two-level scheme

of [48] to a detailed discussion of both the computational and communications costs of a

multiple-mesh-level approach. Initially, our approach involves replicating the geometry

of the target problem and constructing an adaptive mesh for the radiation calculations.

The adaptive mesh used by the radiation calculation may be constructed directly from the

efficient mesh data structure used to describe the whole mesh. This is a one-time procedure
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Figure 5.1. RMCRT - 2D diagram of three-level mesh refinement scheme. This scheme
uses a coarser representation of computational domain with multiple mesh levels. L-2
corresponds to the highly resolved, CFD mesh, and L-1 and L-0 correspond to successively
coarser meshes used for RMCRT ray marching.

Figure 5.2. RMCRT - 2D diagram of three-level mesh refinement scheme, illustrating how
a ray from a fine-level patch (right) might be traced across a coarsened domain (left).
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and so is not analyzed further here.

We suppose that on N3
nodes compute nodes there is a global fine mesh of n3

mesh cells in

n3
patch mesh patches. Define

nlocal = nmesh/Nnodes, (5.1)

and define

nplocal = npatch/Nnodes, (5.2)

so that each node has n3
local fine mesh cells in n3

plocal patches. In the ray tracing algorithm,

each compute node then has to compute the heat fluxes,∇q on its local mesh by ray tracing

and to export the temperatures T and and the absorption coefficient κ on the original mesh

to neighboring ”halo” nodes, or in a coarsened form (possibly at multiple levels) to other

nodes. Finally, the coarsest mesh representations are distributed to all the other nodes.

The amount of information per cell transmitted is two doubles κ, σT4, and one integer,

cell type.

To assess the complexity of RMCRT on a fixed fine mesh, computational experiments to

measure the per cell and per ray cost of the RMCRT:CPU implementation were conducted

on a single CPU with a single-level grid. Ray scattering and reflections were not included

in these experiments. In both experiments, the absorption coefficient was initialized ac-

cording to the benchmark of Burns and Christon [1] with a uniform temperature field. A

grid with a single patch and 1 MPI process was used, thus eliminating any communication

costs. The grid resolution varied from 163, 323, 643 to 1283 cells with each cell emitting 25

rays. The mean time per timestep (MTPTS) was computed using seven timesteps. The

code was instrumented to sum the number of cells traversed during the computation, and

it was shown that

MTPTS = (n3
mesh)

1.4. (5.3)

In the second experiment, the number of grid cells in the domain was fixed at 413 and

the number of rays, nray per cell varied. The MTPTS was computed over 47 timesteps. It

was shown here that the MTPTS varies linearly with the number of rays per cell. Based

on these experiments, the cost for a single patch, without any communication, is approxi-

mately given by
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Tglobal
rmcrt = C∗nraysn3

mesh
4/3

, (5.4)

where C∗ is a constant. This result may be interpreted as saying that the rays from each

of the n3
mesh cells travel a distance of nmesh cells on average. In the case of a fine mesh on a

node and a coarse representation of the rest of the mesh,

Tlocal
rmcrt = C∗nrays

[
n3

local
4/3

+ (nmesh2−m)3)
4/3
]

, (5.5)

where 2m is the refinement ratio used to obtain the coarse mesh. It is possible to extend

this analysis to more mesh refinement levels.

5.2.1 Communications Costs

The main step with regard to communication is to update the temperatures T and the

absorption coefficients κ every timestep. On a uniform fine mesh, this temperature update

is done by each node sending out the values of these quantities to all the other compute

nodes, and in a multiple-mesh-level approach the update is accomplished by each node

sending out the values of these quantities on the coarse- and fine-mesh values locally.

5.2.2 Fine Mesh Global Communications

Each node has to transmit (N3
nodes − 1) messages of size (nlocal)

3 · 3. This transmission

is currently accomplished by a series of asynchronous sends but could be done with an

MPI Allgather. This transmission has a complexity of

α3log(Nnodes) + β
N3

nodes − 1
N3

nodes
(nlocal)

3, (5.6)

for N3
nodes nodes with n3

local elements per mesh patch, where α is the latency and β is the

transmission cost per element [105]. This result applies for both the recursive doubling

and Bruck algorithms [105]. Other recursive doubling algorithms result in a complexity of

α3log(Nnodes) + β(N3
nodes − 1)(nlocal)

3, (5.7)

so the cost may be dependent on the MPI implementation used.

5.2.3 Coarse Mesh All-to-All

In the case of using a coarse mesh in which the mesh is refined by a factor of 2m in each

dimension, each node has to transmit (N3
nodes − 1) messages of size (nlocal2−m)3 ∗ 3, which
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reduces the communications volume, but not the number of messages, by a factor of 23m

overall.

5.2.4 Multilevel Adaptive Mesh Refinement

This approach considers each fine-level patch (individually) in the domain as a region

of interest (ROI), and for each fine-level patch, the highest resolved CFD mesh is used.

Figure 5.2 illustrates one patch being such a region of interest. In the case of a region of

interest consisting of Pint patches, the compute node must transmit the fine-mesh informa-

tion to all the local nodes close to the ROI. In this context, let Li be the nodes that are i

levels of nodes removed from the node containing the region of interest. There will then

be 26 level-1 nodes and 98 level-2 nodes. Of course, at the edges of a spatial simulation

domain or in the case of a small domain of interest, each node will have to communicate

fine-mesh values of κ, σT4 to only a fraction of the nodes. In this case, let Li,j
active be the

number of active nodes (halo-level nodes) at level j, where j < Nlevels, active for the ith

level of interest, where active nodes are the local halos from the fine mesh. Furthermore,

let the refinement factor be 1
2m(i,j) active at this level. Then, the fine-mesh communication

associated with this region of interest is given by

Com f halo =
Nlevels

∑
j=1

Li,j
active(α + β(nlocal2

−m(i,j))3 ∗ 3). (5.8)

This refinement factor means that the ratio of communications to computations Ratio is

now given as

Ratio =
((N3

nodes − 1))(α + β(nlocal2−m)3 ∗ 3) + Com f halo

Tlocal
rmcrt

, (5.9)

where α and β are defined above and scaled by the cost of a FLOP. Overall, this expression

allows us to analyze the relationship between computation and communications.

Strong scaling of RMCRT does not change the overall volume of data communicated.

Increasing the number of Nnodes by a factor of two simply reduces nlocal by two. This

relationship does mean that the number of messages increases even with the total commu-

nications value being constant. Moving to MPI Allgather also has the same problem, but

the factor of 3logNnodes also increased by adding 3. Thus, for enough rays nrays with enough

refinement by a factor of 2m on the coarse radiation mesh, the computation will likely
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dominate. A key challenge is that storage of O(nmesh2−m)3) is required on a multicore

node and that an AMR mesh representation is needed at very large core counts. Some

aspects of this analysis are not dissimilar to earlier work by Berzins et al. [106] on PDE

solvers with global coarse-mesh operations using algorithms related to those of [107]. The

results of this analysis will make it possible to prioritize subsequent serial and parallel

performance tuning and and also perhaps to make projections regarding performance on

forthcoming petascale and exascale architectures.

5.3 CPU Scaling Results
In this section, we show strong scalability results on the DOE Titan XK7 2 system for

the Burns and Christon [1] benchmark problem using the multilevel mesh refinement

approach. We define strong scaling as a decrease in execution time when a fixed size

problem is solved on more cores. This work focuses on using all CPU cores available on

Titan. Work described in Chapter 6 focuses on also using all of Titan’s GPUs in addition

to its CPUs, following our prototype work on a single mesh in [34], [50]. The scaling

challenges faced in this work have become apparent only by running this challenging

problem at such high core counts, stressing areas of infrastructure code in ways never

before seen, specifically Uintah’s task graph compilation phase.

5.3.1 Task Graph Compilation Algorithm Improvements

With Uintah’s directed acyclic graph (DAG)-based design [50], during an initial sim-

ulation timestep, the initial timestep of a restart, or when the grid layout or its partition

changes, a new task graph needs to be created and compiled. Task graph compilation

is a complex operation with multiple phases, including creation and scheduling of tasks

themselves on local and neighboring patches (for halo exchange), keeping a history of

what these tasks require and compute, setting up connections between tasks (edges in the

DAG), and finally assigning MPI message tags to dependencies.

As the RMCRT ray trace task requests ghost cells across the entire domain (a global

2Titan is a Cray KX7 system located at Oak Ridge National Laboratory, where each node hosts a 16-core
AMD Opteron 6274 processor running at 2.2 GHz, 32 GB DDR3 memory and 1 NVIDIA Tesla K20x GPU
with 6 GB GDDR5 ECC memory. The entire machine offers 299,008 CPU cores and 18,688 GPUs (1 per node)
and over 710 TB of RAM. Titan uses a Cray Gemini 3D Torus network, 1.4 µs latency, 20 GB/s peak injection
bandwidth, and 52 GB/s peak memory bandwidth per node.
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halo) for ray marching, Uintah’s task graph compilation algorithm was overcompensat-

ing when constructing lists of neighboring patches for local halo exchange on the highly

resolved, fine-mesh level. The cost of this operation grew despite the number of patches

per node remaining constant, resulting in task graph compilation times of over 4 hours

at 32,000 cores with 32,000 total patches. These untenable compilation times necessitated

extensive algorithmic improvements to the task graph compilation algorithm. The original

complexity of this operation was

O(n1 · log(n1) + n2 · log(n2)), (5.10)

which was due to Uintah’s task graph compilation algorithm overcompensating when

constructing lists of neighboring patches (Section 7.2.2) for consideration in local halo

exchange on the highly resolved fine mesh.

Uintah’s load balancer was considering all patches on the fine level as potential neighbors.

These algorithmic improvements entailed modifying Uintah’s load balancer to short circuit

unnecessary searches for patches across the fine mesh. The details of these modifications

are provided in [53], with further elaboration found in [55]. The complexity in 5.10 after

algorithmic improvements became

O(n1 · log(n1)) +O
(n2

p
· log(n2)

)
, (5.11)

where n1 is the number of patches on the coarse level, n2 is the number of patches on

the fine level, and p is the number of processor cores. These improvements reduced the

4-hour task graph compilation time to under 1 minute at 32K cores, thus making possible

the results presented here.

5.3.2 CPU Strong Scaling of Multilevel Adaptive Mesh Refinement
RMCRT

This scaling study focuses on a two-level AMR problem based on benchmark described

in [1], which exercises all of the main features of the AMR support within Uintah in

addition to the radiation physics required by our target problem. A fine-level halo region

of four cells in each direction, x, y, z, was used. The AMR grid consisted of two levels

with a refinement ratio of four, the CFD mesh being four times more resolved than the

radiation mesh. For three separate cases, the total number of cells on the highest resolved
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level was 1283, 2563, and 5123 (green, red, and blue lines, respectively in Figure 5.3),

with 100 rays per cell in each case. The total number of cells on the coarse level was

323, 643, and 1283. In all cases, each compute core was assigned at least one fine-mesh

patch from the CFD level. Figure 5.3 shows excellent strong scaling characteristics for our

prototype, two-level benchmark problem [1]. The eventual breakdown in scaling in each

problem size is due to diminishing work, when a patch’s MPI messages begin to exceed the

cost of its computation, and hence the runtime system cannot overlap computation with

communication. Figure 5.4 additionally shows the MPI wait associated with the global and

local communications for this calculation alongside the execution times for the three cases

above. Although the actual communication patterns for this problem are perhaps more

complicated than our predictive model, due to MPI message combining and packing done

by Uintah, both Table 5.1 and Figure 5.4 illustrate points made in Section 5.2, that global

communications dominate and that the local communications do not have a significant

Figure 5.3. Strong scaling of the two-level benchmark RMCRT problem on the DOE Titan
system. L-1 (Level-1) is the fine CFD mesh and L-0 (Level-0) is the coarse radiation mesh.
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Figure 5.4. Strong scaling with communication costs of the two-level benchmark. L-1
(Level-1) is the fine CFD mesh and L-0 (Level-0) is the coarse radiation mesh.

Table 5.1. Total number of MPI messages and average number of messages per MPI rank
(a single rank per node) for each problem size, 1283, 2563, and 5123 (fine mesh).

Cores
256 1k 4k 8K 16K 32K 64K 128K 256k

1283

total 1001 5860 36304
avg 62.5 91.6 141.8
2563

total 9843 52.1K 105.2K 212.1K 437.7K
avg 153.8 203.3 205.6 207.0 213.7
5123

total 338.2K 673.8K 1.36M 2.71M 5.42M 10.88M
avg 660.5 658.0 663.65 662.6 661.36 662.83
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impact, and for enough rays and enough refinement on the coarse radiation mesh, the

computation does in fact dominate (5.9 of our predictive model). These results also show

how the number of MPI messages grows with the number of cores. A key point to note,

as is evidenced by the dominating global communications, is that the refinement ratio of

four reduces the global communication phase by a factor of 64 (ignoring communications

latency for large messages) over a fine mesh all-to-all. If this communications phase took

8-64 times as long, it would destroy scalability.

5.3.3 Weak Scaling Results

Figure 5.5 shows a log-log plot representing the weak and strong scalability for three

problems sizes using the Burns and Christon radiation benchmark problem [1]. Table 5.2

shows the exact timings for the same benchmark radiation problem.

The refinement ratio is the ratio between the number of grid cells in the highly resolved

CDF mesh relative to the underlying coarse mesh used in the radiation calculation. For

example, a refinement ration of two simply means the coarse radiation mesh is coarsened

by a factor of 2 in each direction, x,y,z, for a total reduction in cells by a factor of 8

(compared to the highly resolved CFD mesh). The timings shown in Table 5.2 show

excellent weak and strong scaling up to 262,144 CPU cores (16,384 compute nodes). To

achieve the results shown, each problem used a radiation mesh coarsened by a factor

of two from the previous problem size, e.g., the small problem (1283 total cells) had a

refinement ratio of two, the medium-sized problem (2563 total cells) used a refinement

ratio of four, and the largest problem (5123 total cells) used a refinement ratio of eight.

This result shows that through novel use of AMR, the Utah CCMSC radiation calculations

using RMCRT can be made to both strong and weak scale, even to large core counts.

Another key point regarding theO(p2) communications growth with RMCRT, where p

is the number of communicating processes, is that without leveraging AMR, when a fixed

mesh grows by a factor of 8 (ignoring communications latency for large messages), both

communications and local computation grow by this same factor. Coarsening by factor

of 8 then leaves the communication and local computation workload the same as before

the factor of 8 growth, allowing the weak scaling shown here. More generally, with ′M′

coarse levels on a node, adding ′N′ more levels for weak scaling at most only multiplies
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Figure 5.5. RMCRT weak and strong scalability for the Burns and Christon benchmark.

the computational and communications work by a factor of (N + M)/M.

Table 5.2. Scaling results from 128 to 256K CPU cores (8 to 16K nodes, respectively), for
three separate problem sizes, with 1283, 2563, and 5123 total cells in the computational
domain, respectively. Times are the mean time per timestep (seconds) for each run.

Small 1283 cells Medium 2563 cells Large 5123 cells
Refinement Ratio: 2 Refinement Ratio: 4 Refinement Ratio: 8

#cores time (sec) #cores time (sec) #cores time (sec)

128 40.53 1k 44.31 8k 65.68
256 19.48 2k 32.36 16k 32.98
512 15.13 4k 15.99 32k 16.71
1k 7.61 8k 7.94 64k 8.67
2k 3.86 16k 4.66 128k 6.98
4k 2.13 32k 2.85 256k 4.77
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5.3.4 Multilevel Accuracy Considerations

To quantify the error associated with coarsening the radiative properties (tempera-

ture T, absorption coefficient κ, and cell type (boundary or flow cell)), an error analysis

was performed using a simplified version of the adaptive-meshing approach described

in Section 5.2.4. The grid consisted of a fine and coarse mesh, and during a radiation

timestep the quantities necessary to compute ∇q were interpolated to the coarser grid

level. The radiation calculation was performed on the coarse level including all ray tracing.

The ∇q was then compared using the computed solution of the Burns and Christon [1]

benchmark problem at the prescribed 41 locations. One hundred rays per cell were used

in the computation, and the refinement ratio between the coarse and fine grids was varied

from 1 to 8. Figure 5.6 shows the L2 norm error of ∇q versus refinement ratio. This error

represents a worse case scenario, as only coarsened quantities are used in the computation.

In addressing the issue of accuracy, our approach will be to continue sending the coarse

mesh in the all-to-all communication phase of each simulation timestep, but to recover

Figure 5.6. L2 norm error of ∇q vs refinement ratio. The error in each direction (x,y,z) is
shown.
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the fine-mesh values of the radiative properties through interpolation. This approach is

well suited for GPU accelerators such as those on the Titan system, where FLOPS are

inexpensive relative to the cost of data movement. Further compression of the coarse-mesh

information will also be investigated.

5.4 Summary and Conclusion
The work in [53] demonstrated that through leveraging the multilevel AMR infras-

tructure provided by the Uintah framework, a scalable approach to radiative heat transfer

using reverse Monte Carlo ray tracing was possible. Although the AMR methods used in

this work are not new necessarily, the application of these methods to radiative heat transfer al-

gorithms and their scalability is novel. These scaling results provide a promising alternative

to approaches to radiation modeling, such as discrete ordinates. Using the cost model

for communication and computation [53], we can predict how our approach to radiation

modeling may scale and perform on current, emerging, and future architectures.

The primary focus in moving beyond this study would be to continue development of

RMCRT capabilities and to provide support for several additional energy-related problems

within the scope of the Utah CCMSC. The calculations demonstrated in this work would

become ideal candidates for large-scale accelerator use, employing large numbers of rays

for every cell in the computational domain, specifically, using the whole of machines such

as Titan with accelerators. Adapting this work to leverage the on-node GPUs of Titan [54]

is detailed in Chapter 6.



CHAPTER 6

SCALABLE RADIATION MODELING TO

16,384 GPUS

The need to solve larger and more complex simulation problems while at the same time

not incurring higher and higher power costs has led to an increasing focus on GPU and

Intel Xeon Phi-based architectures. Many existing and most emerging high-performance

computing (HPC) systems rely on such architectures. In the case of the DOE Titan system,

with a theoretical peak performance of 27 petaflops, over 90% of the computational power

comes from its 18,688 GPUs. These heterogeneous systems pose significant challenges

in terms of programmability due to deep memory hierarchies, vendor-specific language

extensions, and memory constraints, e.g., less device-side memory compared to host mem-

ory per node. To preserve current capabilities on upcoming machines and to solve larger

and more complex simulations on existing machines, HPC codes must effectively leverage

manycore architectures. This chapter details the significant changes to Uintah needed to

leverage GPU-based architectures, such as DOE Titan and the proposed DOE Summit,

for large-scale calculations. To achieve good performance on these architectures, it is

important that algorithms and codes effectively leverage an arbitrary number of GPUS

on-node while simultaneously utilizing all GPUs available in an allocation, potentially

thousands.

This chapter demonstrates that radiative heat transfer problems can be made to

scale within Uintah on heterogeneous systems through a combination of reverse Monte

Carlo ray tracing (RMCRT) techniques and adaptive mesh refinement (AMR) to reduce

the amount of global communication. In particular, significant Uintah infrastructure

changes, including a novel lock and contention-free, thread-scalable data structure for

managing MPI communication requests, and improved memory allocation strategies,

were necessary to achieve excellent strong scaling results to 16,384 GPUs on Titan [54].
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A principal challenge in modeling radiative heat transfer is the strong nonlocal nature

of radiation, with potential propagation of radiation across the entire domain from any

point. For our RMCRT model, this challenge translates to an all-to-all communication

requirement that replicates the boiler geometry on each node to facilitate local ray tracing.

This challenge is addressed by leveraging Uintah’s AMR capabilities in a novel way, using

Cartesian mesh patches to generate a fine-mesh that is used only locally (close to each grid

point) and a successively coarser mesh that is used further away, via a level-upon-level

approach. This approach is fundamental to the CCMSC target problem, where the entire

computational domain needs to be resolved to adequately model the radiative heat flux.

Using this approach, we previously showed excellent strong scaling to over 262,144 CPU

cores on the DOE Titan system for problem sizes that were previously intractable with a

single fine-mesh RMCRT approach due to on-node memory constraints [53]. This scaling

was consistent with the communication and computation model in [53].

The challenges in moving from a CPU to a GPU-based multilevel RMCRT algorithm

using this mesh refinement approach have extended well beyond what a typical GPU port

of a CPU code might entail. In the case of the Uintah open-source framework, additional

complexities are posed by these architectures based on a core Uintah design that focuses

on insulating the application developer from the underlying architecture. Thus, in the

context of heterogeneous systems, Uintah’s asynchronous task-based paradigm requires

that all host-to-device and device-to-host data copies for computational task dependencies

(inputs and outputs), as well as device context management, must be handled automati-

cally in the same way MPI messages are generated by the Uintah runtime system, as shown

in [34], [35].

The current Uintah model has departed from an MPI-only approach and now employs

a shared memory model on-node [32], [35]. This combination of MPI + Pthreads, and in the

presence of GPUs, also Nvidia CUDA, all coupled with shared data structures and the use

of MPI THREAD MULTIPLE (where all CPU threads perform their own MPI sends and

receives), creates an environment for potential race conditions and deadlock scenarios,

some of which manifest only at larger scale in our experience and are routinely difficult to

debug.

This chapter focuses on how the challenges involved with this mixed concurrency
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environment were addressed, enabling this difficult globally coupled, all-to-all problem to

scale to 16,384 GPUs on the DOE Titan system, showing this approach to be feasible in pro-

duction boiler calculations on current and future GPU-based heterogeneous architectures.

This result has been achieved through a focused progression, starting first with the work

presented in [34] and Section 4.1 to achieve basic GPU task scheduling and execution. This

initial GPU-realted work within Uintah implemented a proof-of-concept, single-level GPU

RMCRT algorithm and heterogeneous task scheduler and runtime system within Uintah,

and was the origin of this work. Second in this progression was the preliminary multilevel

RMCRT work, focusing on CPU scaling, where excellent strong scaling to over 262,144

CPU cores was demonstrated on the DOE Titan system [53] and presented in Chapter 5.

The specific contributions made by this work in moving from a CPU to a GPU-based

multilevel RMCRT algorithm are the extensive modifications to the Uintah infrastructure

necessary to achieve the GPU scaling results shown in Section 6.4.

These contributions are, specifically:

1) Leveraging Uintah’s AMR infrastructure, applied to radiation in a novel way to

reduce the volume of communication sufficiently so as to allow scalability. Uintah’s

AMR capabilities are introduced in Section 1.3, along with an overview of Uintah.

The details of this novel application of AMR are covered in Section 5.1.2;

2) Changing the way that AMR meshes are stored on the GPU to overcome the limited

available GPU global memory. This change has entailed a significant extension of the

Uintah GPU DataWarehouse system [50] to support a mesh-level database, a reposi-

tory for shared, per-mesh-level variables such as global radiative properties. This

result has allowed multiple mesh patches, each with associated GPU tasks, to run

concurrently on the GPU while sharing coarse, radiation mesh data. This extension

of the GPU DataWarehouse is discussed in Section 6.2, which also gives an overview

on radiation transport and describes our GPU-based multilevel RMCRT model.

3) The introduction of novel nonblocking, thread-scalable data structures for manag-

ing asynchronous MPI communication requests, replacing previously problematic

Mutex-protected vectors of MPI communication records. To be nonblocking, a wait,

failure, or resource allocation by one thread cannot block progress on any other thread. Non-

blocking data-structures are lock-free if at all steps at least one thread is guaranteed
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to make progress, and are wait-free if at any step all threads are guaranteed to make

progress [108]. Section 6.3 describes these changes and their motivation, and also

shows speed-ups in local MPI communication times made possible through these

infrastructure improvements.

4) A vastly improved memory allocation strategy to reduce heap fragmentation is cov-

ered in Section 6.3. This strategy allows running simulations at the edge of the

available nodal memory on machines like Titan.

5) Determining optimal fine-mesh patch sizes to yield GPU performance while main-

taining over-decomposition of the computational domain to hide latency. This patch

size optimization is covered in Section 6.4, where we provide strong scaling results

over a wide range of GPU counts up to 16,384 GPUs, and also show the results of

differing patch configurations across this range of GPUs

6.1 RMCRT and Ray Tracing Overview
The principal motivation for the development of a GPU-based RMCRT radiation cal-

culation arises from the computational intensity of the radiation solve in the CCMSC pro-

duction runs, consuming as much as 50% of the overall CPU time per timestep when using

DOM. Additionally, this work is motivated by access to large-scale GPU-based machines

like DOE Titan, where over 90% of the available FLOPS are on the GPUs. Many of the

CCSMSC target simulations will target Titan over its life span. Beyond this, utilization of

the DOE Summit system is planned.

Reviewing the RMCRT model from Section 2.3, RMCRT uses rays more efficiently than

forward MCRT, but it is still an all-to-all method, for which all of the geometric information

and radiative properties for the entire computational domain must be accessible by every

ray [47]. These radiative properties consist of κ, the absorption coefficient, a property of

the medium the ray is traveling through; σT4, a physical constant σ· temperature field,

T4; and cellType (boundary or flow cell), a property of each computational cell in the

domain. In our approach, the boiler geometry is replicated on each node and ray tracing

takes place without the need to pass ray information across nodal boundaries (via MPI) as

rays traverse the computational domain. Our RMCRT approach is afforded the choice of

replication due to the relative simplicity of the boiler geometry.
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To address these communication challenges, we have developed a multilevel AMR

approach for both CPU [53] and now GPU, in which a fine-mesh is only used close to

each grid point, and a successively coarser mesh is used further away, significantly re-

ducing MPI message volume and nodal memory footprint. This algorithm allows for

the radiation computation to be performed with an appropriate mesh resolution while

still being coupled with other physics components. The LES CFD, particle transport, and

particle reactions are solved on a different mesh resolution appropriate to their physics and

models. This balanced approach to coupling multiphysics is made possible by Uintah’s

AMR design. The amount of data stored on every computational patch is significantly

reduced, and the computational overhead for successively finer computation is eliminated

when not needed.

6.2 Multilevel GPU Implementation
Following our original proof-of-concept GPU task scheduler introduced in [34], a

single-level CPU and GPU RMCRT approach was initially considered. This approach

was to begin comparisons against the current DOM solver within the Uintah ARCHES

component, using the benchmark problem described by Burns and Christon in [1].

Accuracy studies of this single-level RMCRT approach are shown in [48] for this

benchmark, which examines the accuracy of the computed divergence of the heat flux and

shows expected Monte Carlo convergence when compared to the published data in [1]. In

this approach, the quantity of interest, the divergence of the heat flux,∇q, is calculated for

every cell in the computational domain. The entire domain was replicated on every node

(with all-to-all communication) for the radiative properties. This replication occurred on

the single fine mesh, which for Ntotal mesh cells, the amount of data communicated is

O(N2
total).

Although this single, fine-mesh approach was highly accurate and effective at lower

core and GPU counts, problem sizes beyond 2563 were intractable for highly resolved

domains, especially on machines with less than 2GB of memory per core. GPU scala-

bility results were shown up to 64 GPUs through the work done in [34] to achieve basic

accelerator task scheduling and execution. Using a problem size of 1283, the volume of

communication coupled with the PCIe transfers begins to dominate, and the GPUs were
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starved for work with only a single patch per GPU. These difficulties led to the use of an

AMR approach that uses a mesh hierarchy to limit the amount of communication on CPU

architectures [53].

Figure 5.2 best illustrates this approach with a 2D diagram of three-level mesh refine-

ment scheme, illustrating how a ray from a fine-level patch (right) might be traced across a

coarsened domain (left). In general, the data required by our multilevel RMCRT algorithm

from the fine CFD mesh are projected to all coarse levels subject to a user-defined refine-

ment ratio (typically 2 or 4), where each coarse level spans the entire domain. Our general

multilevel RMCRT ray marching process is described in detail in[53], which includes a

precise model of communication and computation.

A significant challenge in moving to a GPU-based, multilevel RMCRT algorithm is

the limited amount of global memory available on the current generation of GPUs found

on Titan. These Nvidia K20X models have 6GB compared to 32GB CPU host-side. The

Uintah DataWarehouse design automatically generates MPI messages and keeps multiple

versions of variables for out-of-order scheduling and execution [31], as different tasks

may require the same variable on the same neighboring patch multiple times for differing

ghost cell requirements. Tasks may also need input variables prior to modification. In

order to support these and other scenarios, the “on-demand” DataWarehouse provides the

application the illusion it has access to memory it does not actually own (via the task input

specification, where the ghost cell requirement is specified). In the context of our multilevel

RMCRT radiation model, this is a global halo, or “infinite ghost cell” requirement on

all coarse levels. Because of this design, data from the coarser levels are retrieved from

the Uintah DataWarehouse for each fine-level patch on a node. This situation presents

problems for a limited memory footprint as on Titan’s K20X GPUs.

The solution to this problem has been to effectively short-circuit the creation of these re-

dundant global copies of the radiative properties on the host and their subsequent transfer

across the PCIe bus to the GPU. This solution has been achieved by a significant extension

of the Uintah GPU DataWarehouse system [50] to support a level database that stores a

single copy of shared global radiative properties (per-mesh level based on Uintah’s level-

upon-level approach to AMR). Our solution has effectively minimized PCIe transfers and

ultimately allowed multiple mesh patches, each with GPU tasks, to run concurrently on
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the GPU while sharing data from the coarse radiation mesh. This design leverages the two

copy engines available on the K20X GPUs and also makes use of support for running multi-

ple, concurrent kernels. Using these features, Uintah can copy data for multiple fine-mesh

patches to the GPU, each sharing a global copy of the coarsened radiative properties [54].

Data for these GPU tasks can be simultaneously copied to-and-from the device as

multiple RMCRT kernels run simultaneously. CUDA Streams, managed by the Uintah

infrastructure, provide additional concurrency, as operations from different streams can

be interleaved [34], [35].

6.3 Uintah Infrastructure Improvements
Uintah uses an “MPI + X” approach, a combination of MPI + (Pthreads + Nvidia

CUDA). This mixed concurrency model has the potential for problematic race conditions

and deadlock scenarios, some of which manifest only at larger scale in our experience.

Significant infrastructures changes were necessary to improve nodal throughput and to

expose more concurrency while maintaining correctness within this complex environment.

In particular, it was necessary to choose optimal data structures and algorithms to effi-

ciently expose concurrency as well as to maintain critical sections around legacy serial

data structures. Furthermore, it was vital for Uintah to manage limited resources such as

nodal memory through the use of custom allocators that allow frameworks like Uintah

to choose more optimal allocation policies for different objects to better utilize available

resources and improve nodal throughput.

6.3.1 Multithreaded Processing of Asynchronous MPI

Uintah uses MPI THREAD MULTIPLE currently (which to the best of our knowledge

is rarely adopted by MPI users), which allows individual threads to perform their own

MPI sends and receives. Initial attempts to run at large scale with accelerators in this envi-

ronment exposed a subtle race condition in the shared vector used to process outstanding

MPI Requests via MPI Testsome(), which was protected by a Pthread write-lock. This race

scenario involved multiple threads simultaneously processing the same received message,

with all threads allocating a buffer for the same MPI message, and only one thread actually

processing the message and invoking the callback to deallocate its buffer. Other threads
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may have allocated buffers that were never released, resulting in a severe memory leak in

the Uintah infrastructure, which caused the application to quickly fail at large scale due to

out-of-memory errors on the compute nodes.

Although this scenario was present in other simulations, it was evident only at large

scale and only significant within our RMCRT radiation model due to the high volume and

size of MPI messages. Despite this scenario, the approach to multithreaded processing of

asynchronous MPI within Uintah had worked seemingly well for all cases until now.

A more coarse-grained critical section was not feasible because it would have serialized

a substantial portion of the algorithm. The solution ultimately required a fundamental

redesign in the data structure and algorithm used to manage MPI communication records

in a multithreaded environment [54]. The new algorithm leverages a novel wait-free

pool, which is thread scalable and contention free, to store individual MPI requests. The

wait-free pool iterator is implemented as a unique, move-only object that toggles an atomic

flag to protect access to the referenced value to prevent data races, i.e., multiple threads

modifying the same value. Using C++11 features (atomics, move constructor, move assign-

ment, and disabling copy construction and copy assignment) to implement a unique protected

iterator that guarantees no two threads can have iterators that de-reference the same object.

MPI Test() is then used on each request individually in contrast to the prior design, which

used MPI Testsome() to test a collection of requests. This solution, outlined in Algo-

rithm 6, results in much simpler code with fewer allocations and eliminates the complexity

of managing the previously used locked vectors of MPI Request objects and their related

critical sections.

Algorithm 6 Wait-free MPI Request pool

1: RecvCommList& recv list = m recv lists[id];
2: auto ready request = [](CommNode const& n)→bool{return n.test();};
3: iterator = recv list.find any(ready request);
4: if (iterator) then
5: MPI Status status;
6: iterator→finishCommunication(m comm, status);
7: recv list.erase(iterator);
8: end if
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Achieving multithreaded correctness and performance requires different algorithm

and data structure choices. These choices are illustrated in our example by moving to

the use of MPI Test() from multiple/many threads and away from the complexity of

managing data structures designed for the use of MPI Testsome().

6.3.2 Memory Allocation and Management Strategy

After identifying and addressing the race condition described above, our RMCRT

benchmark problem [1] still failed at scale due to memory-related issues, although it ran

longer before failure. Further investigation revealed that extreme heap fragmentation

was occurring when running our RMCRT benchmark problem. Persistent small

allocations mixed with transient large allocations fragmented the heap such that it grew

continually, acting as though a significant memory leak still existed. Using Google’s

tcmalloc [109], a highly scalable memory allocator for multithreaded applications reduced

heap fragmentation, but the mixture of persistent and transient allocations still resulted

in unacceptable fragmentation. Furthermore, frequent small allocations from multiple

threads also caused a performance degradation due to contention of shared resources.

The performance of the infrequent large allocations was not a factor in the overall

performance.

6.3.3 Custom Allocators to Reduce Fragmentation

Developing custom allocator classes for Uintah’s MPI buffers and GridVariables (sim-

ulation variables that reside on Uintah’s Cartesian mesh patches at cell centers, nodes, or

faces x,y,z) allowed us to leverage our knowledge of how a data structure would be used

to distinguish between large/small and transient/persistent allocations, which greatly

improved memory utilization and reduced fragmentation.

To eliminate the observed heap fragmentation, this work developed allocators to ad-

dress the range of allocation sizes that were causing the fragmentation. For large alloca-

tions, this work completely avoids the heap by implementing a specialized allocator that

uses mmap to allocate anonymous virtual memory. Although mmap is a system call and can

be slower than a standard malloc, it was more important to avoid fragmenting the heap

than to optimize the throughput of large allocations. Throughput was not a concern for

the performance of large allocations, but it is critical for frequent small allocations. To
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manage our small transient objects, i.e., objects that are frequently created and destroyed,

a lock-free memory pool was developed on top of the mmap allocator to avoid the heap and

to maximize throughput. All other infrequent allocations are still managed using the heap.

With these custom allocators, Uintah is now better able to manage memory require-

ments by designing for specific needs and requirements to reduce fragmentation and in-

crease throughput when necessary. As the scope of problem sizes increase and simulations

are pushed to the full capacity of available resources, specific management strategies and

algorithms must be developed to better use available resources. Generic algorithms are

no longer sufficient to accommodate the bleeding edge that high-performance computing

lives on.

Using these techniques, portions of Uintah infrastructure code related to communi-

cation were significantly simplified, and nodal throughput was improved by a factor of

2-4X in processing local MPI communication (the time spent posting MPI messages for

individual threads). Figure 6.1 shows the time spent doing local communication, before

and after our infrastructure improvements for our CPU implementation of the Burns and

Christon [1] RMCRT benchmark on Titan. These runs were from 512 to 16,384 nodes, with

a two-level problem with 136.31M cells, 5123 on the fine CFD mesh, and 1283 on the coarse

radiation mesh. This problem had 262,144 total mesh patches. Per Uintah’s automatic MPI

message generation mechanism to meet the halo requirements of tasks residing on patches,

communication, both local and global, is done for each patch in the computational domain.

The red line represents times for stock code before changes, and the green line shows times

after our improvements.

Table 6.1 lists data from Figure 6.1 with times before and after infrastructure improve-

ments and the associated speed-ups. More detailed information on communication fre-

quency, as well as average message volume and latency for this radiative heat transfer

calculation, is shown in [53]. The speed-ups shown in Table 6.1 are a direct result of

removing only a single Mutex and related critical sections. It is expected that refactoring

other sections of infrastructure code will yield similar improvements.
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Figure 6.1. Comparison of the local communication time (sec) before and after infrastruc-
ture improvements.

Table 6.1. Local communication data shown in Figure 6.1 with speed-ups.

Comparison in Local Communication Times
#Nodes 512 1k 2k 4k 8k 16k

Time before (sec) 6.25 2.68 1.26 0.89 0.79 0.73
Time after (sec) 1.42 1.18 0.54 0.36 0.30 0.23

Speedup (X) 4.40 2.27 2.33 2.47 2.63 3.17
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6.4 GPU Scaling Results
In this section, we show strong scalability results on the DOE Titan XK7 1 system for

the Burns and Christon [1] benchmark problem using the GPU implementation of the

multilevel mesh refinement approach. We define strong scaling as a decrease in execution

time when a fixed size problem is solved on more cores and weak scaling as the change in

execution time as the number of processors and the problem size vary proportionally to

each other. We define parallel efficiency, E as

E =
Tserial

N ∗ Tparallel(N)
, (6.1)

where Tserial is the time to solution using 1 processing unit, N is the number of processing

units, and Tparallel(N) is the time to solve the same problem with N processing units.

Strong scaling is important in our case because the CCMSC seeks to solve a fixed target

problem in a tractable amount of time using more compute resources. To achieve this goal,

the Utah CCMSC needs the whole of machines like Titan.

In previous work [53], [54], weak scaling results were not shown due to the general

nature of the growth in communication for this problem, specifically that radiation or any

globally coupled algorithm grows quadratically as O(N2) (N is the number of commu-

nicating MPI ranks) with respect to the problem size. Although this is true for a single,

fine-mesh problem, weak scaling could be achieved within Uintah by using varying de-

grees of adaptive mesh refinement for the radiation mesh as the core count grows for a

fixed problem size. Weak scaling of RMCRT using the methods described is explored in

conjunction with AMR and varying degrees of refinement in Chapter 5.

Figure 6.2 and Figure 6.3 show the performance and scalability of the multilevel RM-

CRT:GPU algorithm for three patch sizes. In each fine-level cell in both problems, 100 rays

were used to compute the divergence of the heat flux. The number of cells in a patch was

varied, 163 (red), 323 (green), and 643 (blue). Each simulation consisted of a grid with two

AMR levels and used a refinement ratio of four (RR:4) between the levels. All simulations

1Titan is a Cray KX7 system located at Oak Ridge National Laboratory, where each node hosts a 16-core
AMD Opteron 6274 processor running at 2.2 GHz, 32 GB DDR3 memory, and 1 NVIDIA Tesla K20x GPU
with 6 GB GDDR5 ECC memory. The entire machine offers 299,008 CPU cores and 18,688 GPUs (1 per node)
and over 710 TB of RAM. Titan uses a Cray Gemini 3D Torus network, 1.4 µs latency, 20 GB/s peak injection
bandwidth, and 52 GB/s peak memory bandwidth per node.
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were run on the DOE Titan system, leveraging the single GPU per node with Uintah’s

hybrid, multithreaded task scheduler and runtime system originally designed and tested

in [35], [50] using 16 threads and one GPU per node. This scheduler and runtime system

has been heavily modified, as outlined in Section 6.3, to achieve the results shown here.

For the simulation results shown in Figure 6.2, the total number of cells in the domain

was 17.04 million. The fine level contained 2563 cells and the coarse level contained 643

cells. For the larger simulation results shown in Figure 6.3, the total number of cells

in the domain was 136.31 million. The fine level contained 5123 cells and the coarse

level contained 1283 cells. Using 6.1, the strong scaling efficiency of the large benchmark

problem (Figure 6.3) is 96%, going from 4,096 to 8,192 GPUs, and 89%, going from 4,096 to

16,384 GPUs.

These results show, in general, that using larger patches provides more work per GPU

and yields a more significant speed-up. With the improvements to the Uintah infras-

tructure outlined in this work, we observe excellent scaling through processing multiple

patches per GPU, and the algorithm and implementation scale well to 16,384 GPUs as a

result of these improvements to Uintah. These results also offer a promising and scalable

approach to radiative heat transfer calculations for the CCMSC target boiler problem on

current and emerging heterogeneous architectures.

6.5 Related Work
Much of the work done toward developing scalable radiation transport models can be

found in computational astrophysics and cosmology, involving problems such as neutron

star merger, supernova, and high-energy density plasma. This work is in the context of

codes like ARWIN, the AZEuS adaptive mesh refinement, magnetohydrodynamics fluid

code, the more general AMR-based FLASH code [110], based on oct-tree meshes, and the

physics AMR code Enzo [111]. Humphrey et al. [53] demonstrated a scalable approach to

radiation modeling to 262,144 CPU cores using a reverse Monte Carlo ray tracing approach

with AMR. At the national labs, radiation codes such as RAMSES and PARTISN [14] exist,

but are not generally available or target problems like neutron transport, as found in

CRASH [112], a block adaptive mesh code for multimaterial radiation hydrodynamics.

Some radiation transport problems use CFD codes and AMR techniques [7], [98], [113];
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however, a broad range of problems exist that require the concept of tracing rays or par-

ticles, such as the simulation of light transport and electromagnetic waves [53]. Much of

the available literature on GPU-based Monte Carlo ray tracing approaches to radiation can

be found in the oncology community, where GPUs are used for radiation dose calcula-

tion [114].

Overall, there are very few cases of GPU usage at the scale reported here. Gaburov et

al. [115] have published results on the evolution of the Milky Way galaxy, a calculation

done using 18,600 GPUs on DOE Titan. Gray et al. [116] were among the first to take

advantage of at least 8,192 GPUs in parallel with their Ludwig soft matter physics appli-

cation. Many of these reports involve stories concerning code-related issues scaling on

Titan and offer detailed discussion on how software teams overcame significant code and

algorithmic challenges in porting their applications to GPU-based architectures.

6.6 Summary and Conclusion
This work has demonstrated that radiative heat transfer problems can be made to

scale within Uintah on current petascale heterogeneous systems through a combination

of reverse Monte Carlo ray tracing (RMCRT) techniques and AMR to reduce the amount

of global communication. This approach aims to enable the Utah CCMSC to run the target

1200 MWe boiler problem on current and emerging GPU-based architectures at large scale.

This work has also demonstrated the necessity of choosing optimal data structures and

algorithms to efficiently expose concurrency. We have illustrated how maintaining critical

sections around serial data structures in legacy code increases code complexity and the

likelihood of the introduction of difficult race conditions and deadlock scenarios, espe-

cially when using mixed concurrency models, namely MPI + (Pthreads + Nvidia CUDA).

Furthermore, this work has shown the necessity for frameworks like Uintah to better

manage limited memory through the use of custom allocators to choose better allocation

policies and to better utilize available resources, improving nodal throughput. The specific

contribution of this work is the development of a scalable radiation model for current

and emerging heterogeneous architectures, made widely available through the Uintah

open-source framework.



CHAPTER 7

AN INDUSTRIAL BOILER PROBLEM WITH

RADIATION

A broad class of large-scale multiphysics applications requiring long-range interac-

tions, such as molecular dynamics [4], cosmology [5], neutron transport [6], and radiative

heat transfer [7] calculations, each use algorithms requiring global data dependencies.

Such dependencies require each node to first send data to potentially every other node,

and then prepare itself to receive data from most or all nodes. Once a node has received

all data from other nodes, data dependencies must be gathered together into usable data

objects. This sending, receiving, and gathering process can be prohibitively expensive in

terms of both computational analysis and memory storage if the amount of data to be sent

is large in contrast, for example, to an MPI reduction.

The motivation for this chapter comes from our experience running massively parallel

simulations aimed at predicting the performance of a commercial, 1200 MWe Ultra-Super

Critical coal boiler. The size and complexity of these boiler simulations required a 351

million CPU hour INCITE award, 280 million and 71 million on the DOE Mira and Titan

systems, respectively. The Titan boiler case utilized the Uintah asynchronous many-task

(AMT) runtime system [35], [50], which managed the scheduling and execution of over 8

million computational tasks on 119,000 CPU cores and 7,500 GPUs simultaneously.

In these boiler simulations, the dominant mode of heat transfer is radiation, which

presents significant challenges for AMT runtime systems [16] due to the all-to-all nature of

radiation. The principal challenge related to this dissertation was that each Titan node was

assigned ˜1400 Uintah computational tasks, generating hundreds of thousands of global

data dependencies introduced by the radiation solve. These dependencies become poten-

tial MPI messages for which Uintah must generate correct message tags [31]. Within Uin-

tah, analyzing tasks for data dependencies is referred to as dependency analysis, part of
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the task graph compilation process. For standard stencil calculations, where each compute

node needs to search only surrounding nodes containing neighboring simulation data,

dependency analysis completes in milliseconds, even at scale. However, with the introduction

of global dependencies, initial boiler runs on Titan required 4.5 hours for this dependency

analysis at production scale. Additionally, the simulation required alternating between

task execution patterns for timesteps involving either: 1) the standard computational fluid

dynamics (CFD) calculation; or 2) CFD plus a radiation calculation to recompute the radia-

tive source term (on Titan’s GPUs) for the ongoing CFD calculation. Alternating between

these separate task execution patterns occurred every 20 timesteps and required reanalysis

of all global dependencies for the radiation solve, incurring potentially another 4.5-hour

dependency analysis.

The specific contribution of this chapter is in addressing these challenges through an

improved search algorithm to reduce dependency analysis processing time by avoiding

unnecessary searches, combined with multiple task graphs. This chapter demonstrates

how these changes do not require a large rewrite of key portions of Uintah, and how these

improvements can be applied in a heterogeneous AMT environment with a mixture of

CPU and GPU tasks providing speed-ups over a homogeneous set of CPU-only tasks.

The solutions presented here can be generalized to other problems where each node has

large numbers of data dependencies involving most or all of the domain. In addition,

the solutions are also pertinent to task scheduler coordination schemes for preparation of

simulation variables with global dependencies.

7.1 Target Problem Background
The global dependencies in our target 1200 MWe coal boiler problem arise from solving

the radiative heat transfer equation (RTE) [53], [7]. Figure 7.1 depicts O2 concentrations

in the boiler chamber and illustrates the sheer size of the problem being modeled by

Uintah and the Arches component. Both the DOE Titan and Mira systems were used to

simulate coal boiler designs using different methods for computing the RTE (2.2). On Mira,

the global radiation dependencies required numerous sparse, global linear solves for the

discrete ordinates method [45]. For every data dependency sent out from one compute

node to another, the source node could expect to receive a corresponding data dependency
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Figure 7.1. Side view of CCMSC target 1200 MWe boiler problem, showing O2 concentra-
tions in the boiler chamber. The boiler chamber itself is ˜90 m tall.

in return. On the Titan platform, radiative heat transfer was computed using a reverse

Monte Carlo Ray Tracing (RMCRT) technique [53], which requires replication of radiative

properties to facilitate local ray tracing. Data dependencies here required more analysis as

dependencies were not symmetrical. A compute node sending out a data dependency to

another node did not always receive a similar data dependency in return.

The production problem computed on Titan used a uniform Cartesian mesh subdi-

vided into ∼497 million cells and ran for 220,000 timesteps over 5.5 days of simulation

(wall), during which various physics parameters and runtime optimizations were tested

and analyzed. Within Uintah, a group of cells is organized into a fundamental unit termed



93

a patch (Figure 1.5), with the production problem having ∼121 thousand patches. Simu-

lation variables residing in Uintah’s patches are termed patch variables. A patch variable

needed by one compute node but found on another is considered to be a single data

dependency. The superset of patches with the same mesh spacing is termed a level. Uintah

provides support for adaptive mesh refinement (AMR), viewing the computational grid as

a sequence of nested, successively finer levels 1, ...., lmax, such that G = ∪ Gl where Gl is a

collection of a patches with the same mesh spacing.

7.1.1 RMCRT Radiation Model

The scalability of the RMCRT model has been demonstrated to 262,144 CPU cores [53]

and 16,384 GPUs [54] on a benchmark problem [1]. The challenge was then in using

this model in the production boiler case. The RMCRT model creates dozens to hundreds

of rays per cell, each moving in a random direction. Local ray tracing is facilitated by

using a local fine mesh on which the solution is calculated and a coarse version of the

entire mesh replicated on each node. This replication was made possible by a global,

but scalable, communication phase [53], which generates thousands of data dependencies

on each compute node. Without local ray tracing, there would be significantly more

communication due to the need to transfer billions of rays via MPI throughout a timestep.

In the Titan boiler case, a two-level mesh refinement approach was initially used to

reduce these data dependencies [53]. This two-level computational grid is described by:

1) a highly resolved fine-mesh level for the CFD calculation; and 2) the coarse-mesh level,

replicated on each compute node for the radiative properties. As shown in Figure 7.2,

a ray begins from the fine-mesh level partition present on the node and will eventually

transition onto the global coarse-mesh level stored on that node as it moves outward, thus

giving massively parallel ray tracing on a node. Radiation data at the ray’s starting point

are updated when the ray terminates.

The goal of these simulations is to discover whether modeling such coal boilers makes

it possible to further enhance their performance by using the resolutions possible only on

petascale machines. On Titan specifically, the goal of our project is to show that: 1) RMCRT

is a viable alternative to the discrete ordinates method for solving the RTE; and 2) hybrid

architectures such as Titan can be used by employing a mixture of Arches CPU tasks and
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Figure 7.2. A 2D representation of an RMCRT ray as it moves across a domain with two
levels of refinement. A ray begins on the fine-mesh level and transitions to the coarse-mesh
level, terminating after its intensity falls below a specified threshold.

RMCRT GPU tasks in a scalable manner.

7.1.2 Arches in a Production Calculation

The Uintah Arches turbulent combustion component (Section 1.3.1) is used to compute

coal multiphysics for the target boiler problem. The combination of Arches and RMCRT

tasks dramatically complicated data dependency analysis. The Arches component gen-

erated close to 1000 tasks per compute node, with many containing direct dependencies

on the global radiation data. Arches’s CPU tasks required concurrency and data shar-

ing mechanisms to move data in and out of GPU memory for RMCRT tasks. Every 20

timesteps, a radiation solve takes place to update the radiative source term. The additional

tasks generated during the radiation solve result in a repeated analysis of data dependen-

cies.

7.2 Task Graph Compilation Improvements
Owing to the global dependencies, the sheer size and complexity of the resulting task

graphs at a production scale presented two significant challenges, determining poten-

tial dependencies and repeated dependency checking before and after radiation solves.

First, each node spent hours processing potential dependencies among the thousands of

other nodes, with only a small fraction of these dependency checks finding actual data

dependencies. Second, the simulation required reprocessing all potential dependencies
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before and after each radiation solve to incorporate or exclude global dependencies time

a timestep alternated the type of problem to compute. The following two subsections

describe these challenges and our solutions. In this discussion, we use the term node to

mean compute node. During dependency analysis, each node then considers itself the

source node. This analysis is distributed in that each node performs its own. We also use

the term task to mean Uintah computational task.

7.2.1 Prior Global Dependency Support Within Uintah

Within Uintah, analyzing tasks for data dependencies is referred to as dependency

analysis, part of the task graph compilation process. It is important to first note that for

standard stencil calculations, where each compute node needs to search only surrounding

nodes containing neighboring simulation data, dependency analysis completes in milliseconds,

even at scale.

Previously, Uintah supported only a very primitive notion of a “nonlocal halo,” e.g.,

a halo that extended beyond the extents of a neighboring patch that could potentially

encompass the entire computational domain, including patches from separate AMR levels.

This value was defined by a single Uintah scheduler member, max ghost cells, and was

applied as a global maximum to all variables within all tasks across all patches in the com-

putational domain. This global maximum had the effect of all variables requiring a halo

depth of max ghost cells. If RMCRT radiation tasks were in the mix, this value could be

the entire domain, which not only meant severely overcommunicating unnecessary data

via MPI, but also introducing severe overcompensation when performing dependency

analysis between tasks that required only local communication, e.g., a standard stencil

operation with stencil depth of 1-2 cells. Although this simplistic approach worked fine

for RMCRT benchmark calculations [1] on a single AMR level, with relatively few tasks

overall and no AMR [34], it broke down when running a full industrial boiler simulation

at a production scale.

7.2.2 Uintah Task Dependency Analysis

Uintah’s runtime system uses a three-step algorithm on each source node to discover

internodal data dependencies for MPI message generation. In the first step, a set of nodes

are identified in which halo exchange may occur based on halo requirements specified
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by the application. This list is termed a processor neighborhood in Uintah and refers to

the total number of MPI ranks in the simulation owning patches that may interact with a

particular source node. In the second step, task objects are created by assigning tasks to

patches. Each source node creates a collection of task objects that execute within its pro-

cessor neighborhood. It is important to note that after patches are assigned to processors,

each processor creates its own and neighbors’ instances of tasks. The neighbors’ detailed

tasks are created only for dependency analysis and will not be executed [31]. In the final step,

each source node analyzes its collection of task objects to identify the data dependencies

with tasks that execute within the source node. After all the identified dependencies are

placed into a task graph, the corresponding MPI messages tags are created [31].

7.2.3 Example Dependency Analysis

A simplified problem demonstrating global dependencies is given in Figure 7.3, where

each node has a processor neighborhood consisting of all other nodes in the computa-

tional domain. Each source node searches all tasks within its processor neighborhood to

determine with which tasks it interacts with (via halo exchange). For simulations with only

Figure 7.3. A visualization of data dependencies from the perspective of Node 46 in
a simple N node problem with a global dependency on simulation variable X. After
Node 46’s Task A executes, the data dependencies must be sent out to N − 1 other nodes.
Similarly, before Node 46’s Task B executes, it must receive data dependencies from N − 1
other nodes.
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local communication (nearest neighbor), the resulting processor neighborhood is relatively

small [31], being at most 26 nodes immediately surrounding the source node (three dimen-

sions - x,y,z). For large-scale simulations with global communication and roughly 1000

tasks per node, a processor neighborhood may contain thousands of nodes and millions of

potential dependencies.

7.2.4 Global and Local Neighborhoods

For the initial boiler simulations on Titan, the processor neighborhood included every

node in the simulation, effectively the entire computational domain. A consequence of

this approach is that tasks requiring only local communication still searched every task on

every node for potential dependencies.

Using multiple processor neighborhoods to limit the search region for tasks signifi-

cantly reduced the time to identify task dependencies. Tasks requiring global depen-

dencies search a global neighborhood, and tasks with only local dependencies search a

much smaller local neighborhood. The challenge in creating multiple neighborhoods is

determining the appropriate neighborhood bounds for tasks that only compute variables

and do not require halos. For example, in Figure 7.3, the set of “A” tasks does not specify

that the simulation variable to be computed will be a globally dependent variable. These

tasks on their own do not provide enough information to determine if they belong to a

global or local neighborhood.

The key insight was to use the maximum halo extents on a per-variable-basis in contrast

to the per-task basis to identify the boundary for either a local or global neighborhood.

All tasks are searched to determine the maximum halo extent for each simulation vari-

able. Each task is then assigned a maximum halo extent based on the largest halo extent

of its simulation variables. From this per-variable maximum halo extent, a processor

neighborhood can be correctly determined. When this algorithm is applied to the simple

problem in Figure 7.3, the set of “A” tasks is assigned to a global neighborhood as the node

shares a simulation variable with another “B” task that indicates the variable has global

dependencies. If another set of tasks used only simulation variables requiring one cell of

halo data, those tasks would be assigned a local neighborhood. If any sets of tasks shares

the same halo requirements, their dependencies are still analyzed as these task graph edges
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are vital to ensure proper ordering of task execution.

An additional complexity with the production coal boiler problem comes from tasks

that execute on multiple mesh levels with nonuniform halo extents across mesh levels.

Our solution was to further extend our improvements to define the maximum halo extents

not just on a per-variable basis but on the basis of a per-variable and per-level tuple. Although

this solution was motivated by the boiler problem, it applies to any Uintah problem with

a mixture of local and global dependencies.

7.3 Complexity Analysis
Consider a global dependency analysis problem with one neighborhood on a single

mesh level. Uintah assigns tasks to patches uniformly across a given mesh-refinement

level, e.g., 10 tasks over 100 patches would result in exactly 1000 task objects for the entire

computational grid. These tasks objects are later analyzed to find external (MPI) depen-

dencies with a source node. The number of task objects T is then given by ng, where n is

the number of patches owned by nodes (MPI ranks) in the global processor neighborhood,

and g is the number of generalized tasks. When only local communication is considered, n

is small with a maximum of 26 surrounding patches (three dimensions - x,y,z), and the total

number of task objects is manageable. However, when considering global dependencies,

the dependency analysis becomesO((ng)2), effectively a search between every task/patch

tuple, ng in the computational domain.

In the Titan boiler simulation, the two mesh levels used to achieve scalability [53]

further increased the number of global dependencies due to the interlevel dependencies

using the same global neighborhood for every task on every mesh-refinement level. The

number of task objects T is then given by

T =
ltot

∑
l=1

ttot

∑
t=1

ntot

∑
n=1

Pl,t,n, (7.1)

where ltot is the total number of mesh levels, ttot is the total number of tasks assigned to

mesh level l, ntot is the total number of neighborhoods for mesh level l, and Pl,t,n is the

number of patches in a particular mesh level’s neighborhood. It is this total task object

count, T, that we seek to reduce, much like a partial order reduction algorithm prunes an

exponential search space. The generalized complexity of the task object count, T, shown
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by 7.1 in the target boiler case prior to our improvements was

O(n f · g f ) +O(nc · gc), (7.2)

where n f and nc are the number of fine- and coarse-level patches, respectively, and g f and

gc are the number of fine and coarse mesh-level generalized tasks that would be created.

Prior to our improvements, the total number of task objects created in the target boiler

case was T = 10, 044, 888, with n f = 119, 462, nc = 1, 440, g f = 84, and gc = 7, and so

(n f g f = 10, 034, 808) + (ncgc = 10, 080) = 10, 044, 888. The introduction of global and

local processor neighborhoods [55] tailored for a task’s variables and mesh level reduced

the total number of task objects by 81x, changing the complexity in 7.2 to

O(
n f

p
· t f l) +O(

nc

p
· tcl) +O(nc · tcg) +O(n f · t f g), (7.3)

where n f and nc are the number of fine- and coarse-level patches, respectively, p is the

number of nodes, t f l is the number of fine-level tasks with a local neighborhood, tcl is the

number of coarse-level tasks with local neighborhood, tcg is the number of coarse-level

tasks with a global neighborhood (tasks that globally distribute coarse-level simulation

variables among nodes), and t f g is the number of fine-level tasks with a global neighbor-

hood (tasks that compute on the fine level and require a global coarse mesh).

Table 7.1 illustrates the improvements from this reduction in complexity for our stan-

dard RMCRT benchmark problem [1]. Results were computed on a single node with

an Intel Xeon CPU E5-2660 @ 2.20GHz. In the full coal boiler simulation at 119K cores,

the task graph processing was reduced 93% from 4.5 hours to roughly 20 minutes. This

improvement was deemed acceptable for the Titan boiler case as it was a one-time cost

and could be amortized over the entire simulation, running for 220K timesteps over 5.5

days of simulation (wall) time. The remaining 20 minutes is largely due to one production

task associated with the dominant fourth term of 7.3,

O(n f · t f g). (7.4)

This particular task computes on every fine-level patch and also requires a global

coarse mesh. Therefore, for every fine-level patch there exist data dependencies with every

coarse-level patch. From a nodal perspective, most of these are duplicate dependencies.

Chapter 8 begins to address this remaining cost by analyzing dependencies on a per-node
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Table 7.1. Task graph compilation improvements combined with multiple task graphs
(Section 7.4) enabled scaling to 122K patches for the target boiler problem.

Initial Dependency Analysis Improvements
# Fine-level

patches
Original time

(s)
Improved time

(s)
Speedup

64 ∼0.00 ∼0.00 1x
512 0.03 0.02 1.5x
4K 0.51 0.25 2.04x
32K 20.90 1.41 14.82x
128K 468.98 6.80 68.97x
256K 2331.66 15.02 155.24x

basis to automatically eliminate all duplicates. When complete, this analysis will change

the fourth term in 7.3 to

O(d f · t f g), (7.5)

where d f is the number of nodes containing fine-level patches, and t f g is the number of fine-

level tasks with a global neighborhood (tasks that compute on the fine level and require a

global coarse mesh). This change will retain the use of multiple processor neighborhoods

while greatly reducing the number of dependencies stored and analyzed by the Uintah

runtime.

7.4 Temporal Scheduling
Previously, whenever Uintah detected a different set of dependencies compared to

a previous timestep’s dependency set, a new data dependency analysis was triggered.

If no change in dependencies occurred between timesteps, the previous task graph was

reused. The key goal was to avoid the all-to-all communication (required for radiation) on

regular CFD timesteps. This approach was suitable for typical, stencil-based Uintah-based

simulations, as the number of dependencies was much smaller with dependency analysis

completing in milliseconds. However, as noted in Section 7.3, this dependency analysis

still required 20 minutes. Recomputing this every 20 timesteps was still untenable.

Our solution added support within Uintah for temporal scheduling based on using

multiple task graphs, as depicted in Figure 7.4. With this approach, the type of timestep
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Figure 7.4. Multiple task graphs for a boiler simulation with radiation. Analysis of a task
graph does not require knowledge of exactly what task graph existed in the prior timestep.
Intertask graph dependencies (across timesteps) can create a graph edge with a special
runtime task called send old data which associates a TG with every DataWarehouse.

being executed determines which task graph is used and consequently which tasks are

executed for that timestep. The application developer is responsible for defining how

many task graphs are needed and in which task graph a particular task executes. The

Uintah runtime creates each of these task graphs upfront only once during the initial

timestep, handling the dependency analysis for each task graph separately. The task

graphs are cached and reused throughout the remainder of the simulation, and no further

data dependency analysis phase is required.

Analysis of a task graph does not require knowledge of exactly what task graph existed

in the prior timestep. In every task graph, Uintah creates a special runtime task called

send old data (Figure 7.4) and associates it with every DataWarehouse simulation variable.

A current task graph requiring a dependency from a prior timestep can create a task graph

edge with this send old data task, as this task is always guaranteed to exist no matter what

prior task graph was used.

As an example, suppose a task developer required that one task run in a radiation

timestep and a second task run in a CFD timestep. Previously, the application developer

would inform Uintah’s runtime of both tasks with:

sched->addTask(taskRadiation);
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sched->addTask(taskCFD);

Then, when either task is executed, the application developer placed conditional state-

ments within that task to short circuit task execution if the current timestep did not match

the task’s purpose. For example, on a regular CFD timestep, the ray tracing task used to

update the radiative source term would execute; however, the conditional placed by the

application developer would simply have the task method immediately return, avoiding

the execution of the ray tracing code. Unfortunately, the Uintah task scheduler’s data

preparation phases had no knowledge of these conditionals, resulting in unnecessary de-

pendency analysis and subsequent global communication.

With multiple task graphs, this process is greatly simplified for the application devel-

oper. A simple enumerated type is used for a set of primary task graphs, and is supplied

in a header file. Tasks are then associated with a specific enumerated type:

// App specifies # graphs

scheduler->setNumTaskGraphs(num_task_graphs);

// Setup sensible ENUM to distinguish graphs

enum GRAPH_TYPE {

TG_CARRY_FORWARD = 0 // carry forward TG (local comm)

, TG_RMCRT = 1 // rmcrt TG (global comm)

, NUM_GRAPHS };

// app specifies which graph to place task in

scheduler->addTask(taskRadiation, TG_RMCRT);

scheduler->addTask(taskCarryForward, TG_CARRY_FORWARD );

Management of the Task pointer involved with multiple task graphs is automated through

the C++11 smart pointer construct, std::shared ptr:

// a smart pointer for shared ownership of an object, with automatic cleanup

std::shared_ptr<Task> task_sp(task); // Uintah::Task* task

Any tasks not assigned to a specific task graph are placed into all task graphs, which

ensures backward compatibility of existing tasks used within other simulations.
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void SchedulerCommon::addTask( std::shared_ptr<Task> task

, const PatchSet * patches

, const MaterialSet * matls

, const int tg_num

) {

// During initialization, use only one task graph

if (m_is_init_timestep

m_task_graphs[m_task_graphs.size() - 1]->addTask(task, patches, matls);

}

else {

// add task to all "Normal" task graphs (default value == -1)

if (tg_num < 0) {

for (int i = 0; i < m_num_task_graphs; ++i) {

m_task_graphs[i]->addTask(task, patches, matls);

}

}

// otherwise, add task to a specific task graph

else {

m_task_graphs[tg_num]->addTask(task, patches, matls);

} } }

7.5 Spatial Scheduling
Uintah was originally designed for uniform task assignment on all patches across an

entire domain. Adding support for spatial scheduling, tasks that are scheduled by the

Uintah infrastructure on only a spatial subset of the computational domain, was required

for spatial sweeps (Section 2.4) to perform well. As mentioned in Section 2.4, sweeps is

a lightweight spatially serial algorithm in which spatial dependencies dictate its perfor-

mance. These dependencies impose serialized internodal communication requirements

and account for the bulk of the algorithms cost. Sweeps reduces this cost by facilitating a

massive reduction in unnecessary communication for this algorithm. This support would

also be used for tasks such as the RMCRT virtual radiometer. These tasks mimic an

experimental heat flux sensor and are scheduled, for example, on a 2D slice within the

domain. Radiometer tasks also have very little work relative to the ray tracing tasks, yet

they have the same global communication costs as RMCRT.

In order to spatially schedule specific tasks, a Uintah::PatchSubset on which these

tasks execute must be identified during the Uintah task-scheduling phase. Listing 7.1 illus-

trates how a radiometer task is created and scheduled within Uintah. It may be convenient

to use (2.6) to accomplish this when using algorithms, such as transport sweeps.
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1
2 / /
3 / / Method : S c h e d u l e t h e v i r t u a l r a d i o m e t e r . Th i s t a s k has b o t h
4 / / t e m p o r a l and s p a t i a l s c h e d u l i n g .
5 / /
6
7 void
8 Radiometer : : sched radiometer ( const LevelP & l e v e l
9 , SchedulerP & sched

10 , Task : : WhichDW notUsed
11 , Task : : WhichDW sigma dw
12 , Task : : WhichDW cel l type dw ) {
13
14 / / on ly s c h e d u l e on t h e p a t c h e s t h a t c o n t a i n r a d i o m e t e r s − S p a t i a l t a s k s c h e d u l i n g
15 / / we want a P a t c h S e t l i k e : { {19} , {22} , {25} } ( s i n g l e t o n s u b s e t s l i k e l e v e l−>e a c h P a t c h ( ) )
16 / / NOT −> { {19 ,22 ,25} } , a s one p r o c i s n ’ t g u a r a n t e e d t o own t h e e n t i r e , 3−e l e m e n t s u b s e t .
17 PatchSet∗ radiometerPatchSet = scinew PatchSet ( ) ;
18 radiometerPatchSet−>addReference ( ) ;
19 getPatchSet ( sched , l e v e l , radiometerPatchSet ) ;
20
21 i n t L = l e v e l−>getIndex ( ) ;
22 Task : : WhichDW abskg dw = get abskg whichDW ( L , d abskgLabel ) ;
23
24 std : : s t r i n g taskname = ”Radiometer : : radiometer ” ;
25 Task ∗ t sk ;
26 i f (RMCRTCommon : : d FLT DBL == TypeDescription : : double type ) {
27 tsk = scinew Task ( taskname , t h i s , &Radiometer : : radiometer<double>, abskg dw , sigma dw , cel l type dw ) ;
28 }
29 e lse {
30 tsk = scinew Task ( taskname , t h i s , &Radiometer : : radiometer<f l o a t >, abskg dw , sigma dw , cel l type dw ) ;
31 }
32
33 tsk−>setType ( Task : : S p a t i a l ) ;
34
35 Ghost : : GhostType gac = Ghost : : AroundCells ;
36 tsk−>r e q u i r e s ( abskg dw , d abskgLabel , gac , SHRT MAX) ;
37 tsk−>r e q u i r e s ( sigma dw , d sigmaT4Label , gac , SHRT MAX) ;
38 tsk−>r e q u i r e s ( cel l type dw , d cel lTypeLabel , gac , SHRT MAX) ;
39 tsk−>modifies ( d VRFluxLabel ) ;
40
41 sched−>addTask ( tsk , radiometerPatchSet , d matlSet , RMCRTCommon : : TG RMCRT) ;
42
43 i f ( radiometerPatchSet && radiometerPatchSet−>removeReference ( ) ) {
44 d e l e t e radiometerPatchSet ;
45 }
46 }
47
48
49 / /
50 / / Return t h e p a t c h S e t t h a t c o n t a i n s r a d i o m e t e r s
51 / /
52
53 void
54 Radiometer : : ge tPatchSet ( SchedulerP & sched
55 , const LevelP & l e v e l
56 , PatchSet ∗ ps ) {
57
58 / / f i n d p a t c h e s t h a t c o n t a i n r a d i o m e t e r s
59 std : : vector<const Patch∗> radiometer patches ;
60 LoadBalancer ∗ lb = sched−>getLoadBalancer ( ) ;
61 const PatchSet ∗ procPatches = lb−>getPerProcessorPatchSet ( l e v e l ) ;
62
63 for ( i n t m = 0 ; m < procPatches−>s i z e ( ) ; m++) {
64 const PatchSubset∗ patches = procPatches−>getSubset (m) ;
65
66 for ( i n t p = 0 ; p < patches−>s i z e ( ) ; p++) {
67 const Patch∗ patch = patches−>get ( p ) ;
68 In tVec tor lo = patch−>getCellLowIndex ( ) ;
69 In tVec tor hi = patch−>getCellHighIndex ( ) ;
70 In tVec tor VR posLo = l e v e l−>getCel l Index ( d VRLocationsMin ) ;
71 In tVec tor VR posHi = l e v e l−>getCel l Index ( d VRLocationsMax ) ;
72
73 i f ( d o e s I n t e r s e c t ( VR posLo , VR posHi , lo , hi ) ) {
74 radiometer patches . push back ( patch ) ;
75 }
76 }
77 }
78 s i z e t num patches = radiometer patches . s i z e ( ) ;
79 for ( s i z e t i = 0 ; i < num patches ; ++ i ) {
80 ps−>add ( radiometer patches [ i ] ) ;
81 }
82 } 	�

Listing 7.1. Scheduling the radiometer task using temporal and spatial scheduling.
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Iterating over the phase P and two patch indices yi and zi allows us to collect the rel-

evant patches to a sweeping phase P, which results in Pmax patch subsets per octant.

Algorithm 3 details this process within Uintah. These patch subsets can be reused for

each intensity solve. The patch subsets are used in the Uintah task-requires call to the

infrastructure that manages ghost cells, which greatly reduces communication costs. The

sweep is propagated across the domain by having one independent task per stage. To

propagate information from patch to patch within Uintah, a requires-modifies dependency

chain is created, where the requires is conditioned on a patch subset relevant only to the

patches on which the sweep is occurring. Algorithm 4 details this dependency chaining

process. The patch subset is defined as all patches with the same phase number P, as

shown in Figure 2.2.

7.6 Transport Sweeps
Table 7.2 illustrates the performance and weak scaling within Uintah of the sweeping

method for radiation transport (Section 2.4 and Section 7.5) on a benchmark radiation

problem, run on Mira up to 128K CPU cores. This method is experimental, and although

DOM (Section 2.2) was used for the radiation solve in the full-scale Mira boiler simula-

tions, the sweeping method introduced in this work shows great promise for radiation

calculations within future boiler simulations.

For the CCMSC target boiler problems in question, the use of sweeps reduces radiation

solve times by a factor of 10 relative to RMCRT and linear solve methods [10]. Adams

et al. [117] also conclude that sweeps can be executed efficiently at high core counts,

provided an optimal scheduling algorithm that executes simultaneous multioctant sweeps

with minimal idle time is used. Within the target boiler (CFD) simulation, the previous

solve can also be used as an initial guess, meaning the CFD can pollute only the initial

guess so much, thus accelerating convergence and making it possible for DOM to use as

few as 30-40 iterations as compared to the much larger number of backsolves shown in

Table 7.2.

In contrast to a static problem, no initial guess is available, and significantly more

iterations are used with DOM than is the case in a full boiler simulation (as shown in

Table 7.2), in which as many as 1500 iterations are used. However, for this problem, each
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Table 7.2. Weak scaling results on the model radiation problem.

Cores 16 256 4056 65536 131072 262144

Time DO 91 189 399 959 1200 1462
DO iter. 90 180 400 900 1300 1500
Sweeps Time 1.9 3.4 4.4 9.09 13.9 -

DOM iteration takes about a second. Hence, the best that DOM could achieve would be

about 40 seconds, even if a good initial guess is available. In this way, sweeps outperforms

both the actual observed cost and the optimistic estimated cost of DOM, with its linear

solve using 40 iterations by a factor of between 4 and 10. However, the sweeping algo-

rithm has not currently scaled beyond 128K cores due to its large memory footprint, and,

additionally, it can be slower than the linear solver for systems with very high attenuation.

This slowdown is because the sparse linear solvers are iterative, but they converge quickly

for systems with large attenuation, as the impact of radiation can be isolated to a subset of

the domain for these systems.

For systems with scattering, DOM typically lags the scattering term and then resolves

until the intensities converge to within a certain tolerance. The convergence can be costly

for systems where the scattering coefficients are significantly larger than the absorption

coefficients. Given these very encouraging results, applying sweeps to the full problem is

clearly the next step.

7.7 Simulation Results
Production run simulations were run using 7,467 nodes (119,472 cores) even though

an equivalent computation was performed on 260,712 cores on Mira for other cases. The

scalability of the RMCRT algorithm to 16K GPU nodes was shown even though Titan was

experiencing major and sustained hardware failures in 2016 [54]. The node count was

reduced to approximately half of Titan to mitigate the machine instabilities encountered for

several pre-production run test cases at 16K Titan nodes. An approximately 2X speed-up

was seen when using the GPUs versus the CPUs for the RMCRT radiation calculation.

The production-run calculation used a patch size of 123, which meant that the GPUs were

underutilized in comparison to the earlier benchmark problem that used significantly
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larger patch sizes, thereby dramatically increasing the GPU workload [54]. The trade-off

between patch sizes that utilized the processing power of the GPU versus a reasonable

patch size that reduced our time per timestep for nonradiation timesteps is still an open

question.

The incorporation of the RMCRT radiation model into the very complicated full coal

boiler simulation with the inherent challenges of combining a code base that ran on both

CPUs and GPUs proved to be challenging. The full coal boiler specification was the most

complicated geometry that the Uintah Framework has ever attempted to simulate. The

initial testing of the RMCRT algorithm with scalability results out to 16,384 GPU nodes was

performed on a much simpler configuration. The full coal boiler geometry added a degree

of complexity that required overcoming numerous technical hurdles that resulted in an

overhaul of the Uintah infrastructure described above. Foremost was the reduction in the

memory footprint and the time per timestep that allowed us to run the very complicated

geometry specification of the full coal boiler problem.

Figure 7.5 shows a comparison of the instantaneous divergence of the heat flux com-

puted using the CPU (left) and GPU (right) implementations of multilevel RMCRT. The

divergence of the heat flux is one of the primary quantities of interest in our boiler simula-

tions. Each view shows three slices through the interior of the computational domain.

These simulations were run on 16K Titan cores using 1,024 GPUs, and the qualitative

agreement is excellent. It should be emphasized that this is the first large-scale simulation

on a commercial boiler design that has utilized GPUs and the RMCRT algorithm to solve

the radiative heat transfer equation (RTE).

An investigation was undertaken to investigate the number of rays needed to accu-

rately model the RTE, since the computational expense is strongly correlated with the

number of rays per cell. Figure 7.6 shows the instantaneous divergence of the heat flux,

at 10 physical seconds using 300 rays (left image ) and 75 (right image) rays per cell. The

qualitative agreement is excellent. The solution time decreases from 8.5 sec to 3.5 sec using

75 rays per cell. Figure 7.7 shows the instantaneous divergence of the heat flux computed

using CPU-RMCRT on 120k Titan cores. This is the first production simulation of a coal

fired boiler utilizing RMCRT to solve the RTE at these scales in parallel, and shows that

RMCRT is a viable radiation approach for the future, unlike discrete ordinates.
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Figure 7.7. The instantaneous divergence of the heat flux computed using CPU-RMCRT
on 120k Titan cores.
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7.8 Scaling of Full Boiler Simulation
After addressing the scaling challenges arising from the most complicated geometry

that the Uintah Framework has ever attempted to simulate, and the accompanying in-

frastructure changes, excellent strong scalability is achieved for the full production boiler

case when using RMCRT for the radiation calculation. Table 7.3 shows the mean time per

timestep (averaged over 10 timesteps involving a radiation solve) from 16,384 to 262,144

CPU cores (1k to 16K GPUs, respectively). The super linear scaling is achieved as a result of

the GPU kernels being executed at maximum efficiency. These results show strong scaling

out to near the full extent of Titan for a full production boiler case with Arches and RMCRT,

and they are the first such results of such a complex geometry coupled to a full combustion

model. Perhaps the most significant gain from a performance standpoint is that the results

of the approaches outlined in this section, optimizations, and design changes have sped

up the radiation solve by two orders of magnitude when using sweeps at 262K CPU cores.

Table 7.3. Strong scaling results: full boiler with GPU-based RMCRT implementation.

Cores/GPUs 16k/1k 32k/2k 64k/4k 128k/8k 256k/16k
Time (sec) 821.13 407.31 202.69 99.39 55.06



CHAPTER 8

ADDRESSING FINAL TASK GRAPH

COMPLEXITY

This chapter focuses on the remaining complexity involved with Uintah’s task graph

compilation process, which was introduced in Section 7.3. This process is required for

efficient, out-of-order (with respect to a topological sorting of tasks) execution of computa-

tional tasks [50]. Large-scale parallel applications with complex global data dependencies

beyond those of reductions pose significant scalability challenges to automated depen-

dency analysis, specifically the internodal challenges identifying the all-to-all communi-

cation of data dependencies among compute nodes. For Uintah, the predominant scala-

bility concern is the sheer size and complexity of the resulting task graphs at production

scale when running problems with global dependencies such as radiative heat transfer,

an important physical process and a key mechanism in a class of challenging engineering

and research problems. The principal aim of this chapter is to demonstrate how the final

complexity term of the task graph dependency analysis phase can be significantly reduced

when considering global data dependencies at large scale, e.g., 128,000 CPU cores and

beyond. Prior to this work, this fourth, and dominant, complexity term is

O(n f · t f g), (8.1)

where n f is the number of fine-level patches and t f g is the number of fine-level tasks with

a global neighborhood. These tasks compute on the fine level and require a global coarse

mesh.

8.1 Existing Task Graph Complexity
A strategy used by other AMT runtimes that have an explicit representation of the task

graph is to execute the task graph as it is being constructed.

Within Uintah, however, this is done in two distinct phases, compilation and execution.
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Uintah’s use of a static task graph is largely related to its automated MPI message genera-

tion (a hallmark of Uintah), for which dependency analysis must be completed prior to the

execution phase under the current design. For standard stencil calculations, where each

compute node needs to search only surrounding nodes containing neighboring simulation

data, dependency analysis typically completes in milliseconds, and only a few seconds at

scale. In the past, Uintah has relied on amortizing the small cost of the compilation phase

(typically acceptable in applications that do only local communication) over a significant

number of iterations. The complexity of generating Uintah’s distributed task graph for

applications doing only local communication is shown to be O( n
p · log( n2

p )), where n is the

number of patches and p is the number of processes (MPI ranks) [31]. Each rank will then

have n
p local patches. In the context of the CCMSC target boiler runs when employing

multilevel RMCRT with global dependencies at large scale, this small cost is no longer the

case, as mentioned in Chapter 7.

8.1.1 Uintah Task Dependency Analysis

Uintah’s runtime system uses a three-step algorithm on each source node to discover

internodal data dependencies for MPI message generation. In the first step, a set of nodes

is identified in which halo exchange may occur based on halo requirements specified by

the application. This list is termed a processor neighborhood in Uintah, and refers to

the total number of MPI ranks in the simulation owning patches that may interact with

a particular source node. In the second step, task objects are created by assigning tasks

to patches. Each source node creates a collection of task objects that execute within its

processor neighborhood. In the final step, each source node analyzes its collection of

task objects to identify the data dependencies with tasks that execute within the source

node. MPI messages are created after all the identified dependencies are placed into a task

graph [31]. The task graph execution phase is then ready to commence.

8.1.2 Initial Complexity Reductions

Task graph performance issues initially began manifesting with the multilevel RMCRT

benchmark [1] at scales of over 32,000 cores when doing initial computational experiments

in [53]. These issues necessitated preliminary algorithmic improvements to the task graph

compilation algorithm. The original complexity of this operation was O(n1 · log(n1) +
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n2 · log(n2)), and after optimization becameO(n1 · log(n1)) +O
(

n2
p · log(n2)

)
, where n1 is

the number of patches on coarse level, n2 is the number of patches on fine level, and p is

the number of processes (MPI ranks). In the context of the full-scale CCMSC production

boiler runs, a reemergence of task graph compilation issues was observed because of the

complexity of the problem, mixture of local and global task dependencies, and the sheer

volume of tasks per node. This observation required a more detailed look at the complexity

of these operations.

Consider a global dependency analysis problem with one neighborhood on a single

mesh level. Uintah assigns tasks to patches uniformly across a given mesh refinement

level, e.g., for 10 tasks over 100 patches, there would be exactly 1,000 task objects for the

entire computational grid. These tasks objects are later analyzed to find external (MPI)

dependencies with a source node. The number of task objects T is then given by ng,

where n is the number of patches owned by nodes (MPI ranks) in the global processor

neighborhood and g is the number of generalized tasks. When only local communica-

tion is considered, n would be small with a maximum of 26 surrounding patches (three

dimensions - x,y,z), and the total number of task objects is manageable. However, when

considering global dependencies, the dependency analysis becomes O((ng)2), a search

between every task/patch tuple, ng in the computational domain.

In the CCMSC production boiler simulation, the two mesh refinement levels used by

RMCRT (Section 2.3) to achieve scalability [53] further increased the number of global

dependencies due to the interlevel dependencies using the same global neighborhood for

every task on every mesh refinement level. The number of task objects T is then given by

T =
ltot

∑
l=1

ttot

∑
t=1

ntot

∑
n=1

Pl,t,n, (8.2)

where ltot is the total number of mesh levels, ttot is the total number of tasks assigned to

mesh level l, ntot is the total number of neighborhoods for mesh level l, and Pl,t,n is the

number of patches in a particular mesh level’s neighborhood. It is this total task object

count, T that we seek to reduce. The generalized complexity of the task object count, T,

shown by (8.2) in the CCMSC production boiler case prior to our improvements was

O(n f · g f ) +O(nc · gc), (8.3)
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where n f and nc are the number of fine- and coarse-level patches, respectively, and g f and

gc are the number of fine and coarse mesh-level generalized tasks that would be created.

The work covered in Section 7.2.4, to split the previous single-processor neighborhood into

global and local processor neighborhoods [55], reduced the total number of task objects by

81x and reduced the complexity in (8.3) to

O(
n f

p
· t f l) +O(

nc

p
· tcl) +O(nc · tcg) +O(n f · t f g), (8.4)

where n f and nc are the number of fine- and coarse-level patches, respectively: p is the

number of nodes; t f l is the number of fine-level tasks with a local neighborhood; tcl is the

number of coarse-level tasks with local neighborhood; tcg is the number of coarse-level

tasks with a global neighborhood (tasks that globally distribute coarse-level simulation

variables among nodes); and t f g is the number of fine-level tasks with a global neighbor-

hood (tasks that compute on the fine-level and require a global coarse mesh).

In the full CCMSC production boiler simulation at 119K cores, the task graph process-

ing was reduced 93% from 4.5 hours to roughly 20 minutes [55]. This remaining time

was deemed acceptable at the time because it was a one-time cost and could be amor-

tized over the entire simulation, running for 220K timesteps over 5.5 days of simulation

(wall) time. The remaining 20 minutes were, at the time, thought to be largely due to

one global radiation production task associated with the dominant fourth term of (8.4),

O(n f · t f g). This particular task computes on every fine-level patch and also requires a

global coarse mesh. Therefore, for every fine-level patch there exist data dependencies

with every coarse-level patch. This chapter focuses on reducing the complexity of the

fourth term of (8.4), O(n f · t f g).

8.2 Algorithm Analysis, Computational Experiments, and
Results

A significant challenge in analyzing, identifying, and ultimately addressing issues with

the dominant fourth term of (8.4), O(n f · t f g), is the sheer scale at which the problem

begins to manifest. In other words, at scales tractable for most performance analysis

tools and debuggers, the time complexity of task graph compilation in the context of

global dependencies is not apparent or producible in any way. For the RMCRT radia-

tion benchmark [1], we begin to see the growth in time only at around 32k-64k cores,



116

assuming a domain decomposition resulting in two Uintah mesh patches being assigned

to each physical core on a distributed system. For many of the available debuggers and

performance tools on the larger DOE systems, these core counts are challenging if not

impossible to manage. To further exacerbate the problem, Uintah has moved to a nodal

shared memory model [52], where the traditional approach of using one MPI rank per

physical core has become one MPI rank per compute node (or NUMA node within a

compute node) [33]. This approach is also crucial in eliminating redundant halo and global

metadata information, significantly decreasing the nodal memory footprint. Each MPI

process then spawns multiple Pthreads (std::thread) that are pinned to physical cores

and execute tasks using shared memory data structures.

Supporting the level of asynchrony and latency hiding necessary for Uintah’s AMT

runtime to scale to large core counts requires the use of MPI THREAD MULTIPLE, where

any arbitrary thread can make both point-to-point and collective MPI calls. Most available

performance profiling tools, e.g., Allinea (now part of ARM) MAP, CrayPat, HPCToolkit,

etc., simply do not support MPI THREAD MULTIPLE or provide only limited support.

Other tools, such as TAU, have a build system that becomes a complete usage barrier for

a system like Uintah, which is 1-million+ lines of heavily templated C++11 code, that uses

many modern language constructs. Open|Speedshop (a tool developed with DOE–NNSA

funding ) was the only tool that enabled collection of useful information at large scale.

Ultimately, after weeks attempting to get more technologically advanced tools working

for the CCMSC boiler problem without success, this study was forced to to use more

primitive printf-based methods to collect information to be parsed and reasoned about.

What follows is a detailed account of this process on three machines currently ranked 7th,

17th, and 33rd on the TOP500 list as of June 2018.

8.2.1 Scaling Experiments

The experiments, profiling, and testing for this work were conducted across a range

of DOE Office of Science and DOE National Nuclear Security Administration (NNSA)

systems, each offering large core counts necessary for testing at scale (e.g., > 100,000 cores).

• OLCF Titan – a Cray KX7 system located at Oak Ridge National Laboratory, where

each node hosts a 16-core AMD Opteron 6274 processor running at 2.2 GHz, 32 GB
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DDR3 memory and 1 NVIDIA Tesla K20x GPU with 6 GB GDDR5 ECC memory. The

entire machine offers 299,008 CPU cores and 18,688 GPUs (1 per node) and over 710

TB of RAM. Titan uses a Cray Gemini 3D Torus network, 1.4 µs latency, 20 GB/s peak

injection bandwidth, and 52 GB/s peak memory bandwidth per node.

• ALCF Mira – a IBM Blue Gene/Q system located at Argonne National Laboratory

that enables high-performance computing with low power consumption. The Mira

system has 49,152 nodes, each having 16 1600 MHz PowerPC A2 cores per node,

providing a total of 786,432 CPU cores. Each node has 16 GB of RAM, and the

network topology is an integrated 5D torus with hardware assistance for collective

and barrier functions and 2GB/sec bandwidth on all 10 links per node. The latency

of the network varies between 80 ns and 3 ms at the farthest edges of the system. The

interprocessor bandwidth per flop is close to 0.2, which is higher than many existing

machines. There are two I/O nodes for every 128 compute nodes, with one 2 GB/s

bandwidth link per I/O node. Mira uses the GPFS file system. Ranks are assigned

with locality guarantees on the machine.

• LLNL Vulcan – an unclassified IBM Blue Gene/Q system located at Lawrence Liv-

ermore National Laboratory. Vulcan has 24,576 nodes, each having 16 1600 MHz

PowerPC A2 cores per node, providing a total of 393,216 CPU cores. Each node has

16 GB of RAM, and the network topology is an integrated 5D torus with hardware

assistance for collective and barrier functions and 2GB/sec bandwidth on all 10 links

per node. This system is nearly architecturally identical to the Mira system.

8.2.2 Inefficiencies in Processor Neighborhood Creation

As mentioned in Section 7.2.2, the first step in the Uintah task graph dependency

analysis process is for a set of nodes to be identified in which halo exchange may occur

based on halo requirements specified by the application. This list is termed a processor

neighborhood in Uintah, and refers to the total number of MPI ranks in the simulation

owning patches that may interact with a particular source node.

Based on data collected at small scale (1024 nodes – 16,384 CPU cores) on the

OLCF Titan system, the focus in this section is on the member method of the

Uintah::LoadBalancer class, LoadBalancerCommon::create neighborhood(). The
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input parameters are an old and new Uintah::Grid object (for AMR regridding), and

two outputs, m neighbor ranks and m neighbor patches, which are of type std::set,

used for eliminating duplicates and return elements in order. These sets contain all the

neighboring processor ranks and all the neighboring patch pointers, m neighbor ranks

and m neighbor patches, respectively, and are vital to automated MPI message and tag

generation within Uintah. The std::set is implemented as a red-black tree, which has

an insertion and find complexity of O(log(n)), where n is the number of elements in the

std::set.

LoadBalancerCommon::create neighborhood() runs for each MPI rank and iterates

through all patches in the computational grid to identify all patches that a particular rank

owns. For each local patch, a helper function in the Level class, level::select patches()

is called to query within a given index range to find all neighboring patches. This query

is done through Uintah’s bounding volume hierarchy (BVH) patch tree (Section 8.2.3).

These “neighbors” are inserted into the std::set, m neighbor patches, and neighbor-

ing process IDs (MPI ranks) are inserted into m neighbor ranks. m neighbor patches

is used to query whether a patch is in the processor neighborhood of the current MPI

rank, and m neighbor ranks is used to query whether a particular MPI rank is within a

neighborhood. Looking at 8.4, O(n f · t f g), it is clear that when considering simulations

with millions of patches in the computational domain across multiple AMR levels, these

operations become expensive. From the information collected at small scale (1024 nodes –

16,384 cores) on OLCF Titan, profiling tools showed that more than 50% of the overall time

at small scale during task graph compilation is spent on insertions into and finds within

m neighbor ranks and m neighbor patches.

After significant investigation of the surrounding and related code, it became clear

sorting, in this case, is not actually required for the either neighboring ranks or patches

to be sorted. The design decision to use std::set was likely made long before the C++11

standard, when set properties were needed and the complexity arising from running prob-

lems 1,000 times larger was not a consideration. Much of the original Uintah code dates

back to the late 1990s and early 2000s. As of C++11, the std::unordered set has been

available, part of the standard library, which offers average O(1) insertion and find time

complexity. With significant refactoring and testing at scale on all three machines used in
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this study (Titan, Mira, and Vulcan), m neighbor ranks and m neighbor patches are now

of type std::unordered set, and the complexity involved with insertion and finds for

these vital data structures has been reduced to less than 1%, even at 128,000 CPU cores. As

a result of this work, these optimizations are now a part of production Uintah code.

8.2.3 Bounding Volume Hierarchy (BVH) Tree

The current data structure used to store all patches in Uintah’s computational grid is

implemented as a bounding volume hierarchy (BVH) tree structure. This BVH tree is much

like a k-dimensional (KD) tree, a data structure used for organizing some number of points

in a space with k dimensions, effectively a binary search tree where data in each node are a

k-dimensional point in space. In other words, it is a space partitioning data structure useful

for range and nearest neighbor searches. For quick patch queries within a given index

range (used in processor neighborhood construction, among other Uintah infrastructure

tasks), patches are stored in a tree structure where nodes in each level are divided in the

maximum range dimension. To facilitate efficient searches, patches are sorted on each grid

level with complexity O(n · log(n)) and are equally divided into two sets. With log(n)

levels in total, the complexity of the BVH tree constructor becomes O(n · log(n)2). Each

patch set query has a time complexity of O(k · log(n))), where k represents the number

of patches returned. Although this operation was investigated in depth as a seemingly

obvious consumer of CPU cycles, the time consumed in general for patch queries was

surprisingly insignificant. This time was made negligible by caching of patch sets when

repeated searches for large patch sets were made.

8.3 Reducing the Complexity of O(n f · t f g)

The remaining 20 minutes of task graph compilation time (Section 8.1.2) in the CCMSC

production boiler run was deemed acceptable at the time. However, this cost is untenable

for current, shorter running simulations and would certainly grow to be intractable with

an order of magnitude increase in problem size. These larger target problems are currently

planned by the Utah CCMSC for pre-exascale and exascale systems. Addressing the fourth

term in 8.4, O(n f · t f g), then becomes mandatory to ensure the scalability of the Uintah

task graph compilation process when considering global data dependencies. From here
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forward, this fourth term, O(n f · t f g) will be referred to as the “global complexity term,” the

reduction of which is the principal aim of this work.

The first objective is then to test the hypothesis that the true complexity of the global

complexity term is in fact O(n f · t f g), where n f is the total number of fine-level patches and

t f g is the number of fine level tasks with a global neighborhood (tasks that compute on

the fine level and require a global coarse mesh). The typical technique would normally

be to run the problem through a performance profiler, identifying hot spots, addressing

these hot spot, and re-profiling. This process would be repeated until such time as the

application performance met certain criteria. As mentioned in Section 8.2, however, the

growth in task graph compilation time due to the global complexity term was reproducible

only at large scale, e.g., 32k-64k cores (with one mesh patch per core). Few tools can run

at these scales, and of those few, even fewer support the multithreaded MPI techniques

employed by Uintah (level-3 thread support, MPI THREAD MULTIPLE). It is important

to note that a single 64k CPU core job, for example, (relatively small) may take days to

run and return results after it has been queued. Queue times on the larger DOE systems

can be days, and in the event of an error or a profiling tool malfunction, the job queueing

and waiting process is repeated. These wait times can be even longer for jobs requiring >

100k cores. After weeks of working to get more technologically advanced tools to work

for this problem, we decided to move to more primitive printf-based methods, and internal

diagnostic instrumentation within Uintah to collect information to be parsed and reasoned

about.

At times, these primitive, printf-based methods can generate gigabytes of text files for

the core counts used, which are then parsed, sorted, etc. This information can, for ex-

ample, lead to understanding deadlock (e.g., identifying missing ranks in MPI collective

operations) and growth in data structure size at scale, among many other data points.

Through experience with these approaches, an intuition is developed for how to localize

problems within potentially massive volumes of data. For this problem, focusing on the

growth in the global processor neighborhood [55] became the key insight. As the patch

counts and problem size grow, the size of the global processor neighborhood (used for de-

pendency analysis) grows correspondingly. In other words, the size of the global processor

neighborhood was always equal to the total number of patches in the entire computational



121

domain, across all AMR levels. This discovery verifies the accuracy of the hypothesis on

the complexity of the “global complexity term,” O(n f · t f g).

The complexity arises as hypothesized [55], from the fine-level tasks with a global

neighborhood (tasks that compute on the fine-level and require a global coarse mesh).

The complexity in global dependency analysis is encountered not only for the fine-level

task alone, but also for each global property involved with that fine-level task. Thus, the

term is most accurately described as

O(tgp · n f · t f g), (8.5)

where tgp is the total number of global properties, n f is again the total number of fine-level

patches, and t f g is again the number of fine-level tasks with a global neighborhood.

8.3.1 A Proof of Concept Solution

Prior to moving to a nodal shared memory model, Uintah used an MPI-only approach

with a single MPI rank per physical core. Typically, a problem was specified such that

domain decomposition resulted in a single mesh patch being assigned per MPI rank (per

core in this case). When considering a nodal shared memory model, all patches are owned

by a single MPI rank and visible to all threads spawned by the main thread of execution

within this rank. Thus, for a 16-core node, the number of patches per rank increases by a

factor of 16 in this case (a factor of cores-per-node in general), which means, in terms of

task graph dependency analysis, that most (15/16 in this particular case) dependencies are

actually redundant. The solution is then rooted in analyzing dependencies on a per-node

basis to automatically eliminate duplicate global dependencies, significantly simplifying

dependency analysis.

The challenge becomes not only culling these duplicate dependencies, but also preserv-

ing the way Uintah’s automated MPI engine packages, receives, and stores dependencies

within its DataWarehouse [35], a distributed data store (shared among all threads in a com-

pute node) in which all Uintah simulation data are stored based on a specific <Variable,

PatchID, MaterialID> 3-tuple key.

This viable solution in its entirety is the topic of future work discussed in Section 8.4.

This preliminary work, however, demonstrates at scale how the elimination of duplicate

dependencies and analyzing dependencies on a per-node basis facilitates a dramatic re-
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duction in task graph compilation time for a radiative heat transfer benchmark problem [1]

using RMCRT as the radiation model and leveraging Uintah’s AMR infrastructure. When

complete, the fourth term in 8.4 will change to O(d f · t f g), where d f is the number of

nodes containing fine-level patches. This work will also provide a path forward in order to

implement these changes within Uintah for production boiler simulations.

8.3.2 Testing the Proof of Concept Solution

For these computational experiments, a proof of concept Uintah implementation of

the per-node dependency analysis is tested. In this implementation, the duplicate depen-

dencies are culled prior to dependency analysis and subsequent task graph compilation.

These tests are solely concerned with task graph compilations times, specifically isolating

the dependency analysis phase. To this end, these tests are designed to first compile and

execute the initialization task graph (Uintah’s zeroeth timestep, from which tasks initialize

the simulation for subsequent timesteps). After the initial timestep is run, the regular task

graph is compiled, considering global dependencies. Postcompilation, the execution of regular

tasks is short circuited and the simulation ends. This approach is perhaps the only way to

test these ideas, as execution of regular tasks needing global properties would fail, as the

<Variable, PatchID, MaterialID> 3-tuple key for 15/16 fine level patches per node

are missing from the DataWarehouse. The implementation for a potential full solution is

outlined in Section 8.4.

The target problem focuses on a two-level AMR problem based on benchmark de-

scribed in [1], which exercises all the main features of the AMR support within Uintah

in addition to the radiation physics required by the CCMSC production boiler problem.

A fine-level halo region of four cells in each direction, x, y, z, was used. The AMR grid

consists of two levels with a refinement ratio of four, the fine mesh being four times

more resolved than the coarse radiation mesh. The total number of cells on the fine level

was 5123 (135,796,744 total grid cells). The total number of cells on the coarse level was

1283 (287,496 total grid cells). Each compute core was assigned a single patch from the

fine-mesh level. Details on how the marching algorithm proceeds across these AMR levels

are described in [53]. Five separate configurations were run for this problem on the LLNL

Vulcan system (homogeneous compute nodes with 16 physical cores each). Each problem
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listed below was on the same fixed problem size described above, but run with differing

fine-mesh level patch counts.

1) 8,192 cores (512 nodes) – 8,192 fine-mesh patches;

2) 16,384 cores (1k nodes) – 16,384 fine-mesh patches;

3) 32,768 cores (2k nodes) – 32,768 fine-mesh patches;

4) 65,536 cores (4k nodes) – 65,536 fine-mesh patches;

5) 131,072 cores (8k nodes) – 131,072 fine-mesh patches.

Table 8.1 shows task graph compilation times before and after elimination of duplicate

global dependencies and their subsequent analysis. These results are quite promising and

look to offer a scalable approach for task graphs within Uintah for problems involving

global dependencies, and specifically for radiative heat transfer calculations within the

Utah CCMSC target boiler problem on current and emerging architectures. Demonstrating

these significant reductions in compile times at scale warrants pursuing the full implemen-

tation, which is outlined in Section 8.4. The speed-ups shown in Table 8.1 are nearly uni-

form by a factor of cores-per-node as mentioned in Section 8.3.1, ˜15 in this case, confirming

the change in the global complexity term from O(n f · t f g) to O(d f · t f g) as predicted in

Section 8.3.1.

8.4 Conclusions and Future Directions
Perhaps the most significant result to come from this work has been to demonstrate,

at scale, that the complexity of Uintah’s task graph compilation phase can be significantly

reduced in the context of globally coupled problems such as radiative heat transfer. This

result is critical to the mission of the Utah CCMSC as it seeks to use radiation models

like RMCRT in its target boiler simulations, not only on current systems, but eventually

Table 8.1. Task graph compile times before and after optimizations for the Burns and
Christon Benchmark [1] problem. Results obtained on the LLNL Vulcan system.

#Cores 8,192 16,384 32,768 65,536 131,072
Time (sec) before 101.76 194.56 394.09 782.58 1559.11
Time (sec) after 6.86 13.17 26.23 52.71 104.64

Speedup (X) 14.83 14.77 15.02 14.85 14.90
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at exascale. This work shows this complexity reduction to be possible, and the following

sections outline the key elements needed for an implementation of these ideas to work for

production code. Any changes would build upon the initial work done in [55], retaining

the use of multiple processor neighborhoods, which is the foundation for greatly reducing

the number of dependencies stored and analyzed by the runtime. Auxiliary insights from

the in-depth investigations into Uintah’s core infrastructure to understand the problems

related to global task graph dependencies are also covered here.

8.4.1 Proposed Production Solution

A full implementation to cull duplicate global dependencies, although conceptually

not differing from what has been implemented for this work, would require extensive

interaction with the Uintah MPI engine, the mechanism that automatically packs, sends,

and unpacks “foreign variables” (halo information from another node for a specific variable)

and places this halo information into the DataWarehouse under a specific <Variable,

PatchID, MaterialID> 3-tuple key. This key is then used by a task to retrieve a vari-

able’s data with requested halo for computation. Uintah’s current model expects a specific

DataWarehouse entry (3-tuple key) for each variable residing on each patch, regardless

of the halo size requested. This model is a function of the original Uintah design being

specific to algorithms requiring only nearest neighbor, or local communication. Because of

this design, data from the coarser levels are retrieved from the Uintah DataWarehouse for

each fine-level patch on a node. More specific information on this implementation follows

in Section 8.4.2.

8.4.2 DataWarehouse and MPI Engine Modifications

The Uintah DataWarehouse design automatically generates MPI messages and keeps

multiple versions of variables for out-of-order scheduling and execution [31], as different

tasks may require the same variable on the same neighboring patch multiple times for dif-

fering ghost cell requirements. Tasks may also need input variables prior to modification.

In order to support these and other scenarios, the “on-demand” DataWarehouse provides

the application the illusion it has access to memory it does not actually own (via the task

input specification, where the ghost cell requirement is requested).

Within Uintah’s DataWarehouse sits the DWDataBase with its KeyDatabase, the combi-
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nation of which implements thread-safe, ordered, associative arrays. The DWDatabase class

contains methods that are templated on DomainType, which can be either Patch or Level.

The ‘‘Level Database’’ has been typically used for variables not specific to a patch, such

as infrastructure variables used for reductions. This ‘‘Level Database’’ stores a single

copy of variable for a particular MPI process (node). This feature will likely need to be

leveraged to store a shared copy of each global properties (per-mesh level based on Uintahs

level-upon-level approach to AMR).

The Uintah MPI engine will then have to be modified to know when it it is shipping

a global property from the sending side, and from the receiving side, it will need to be

modified to place the single, shared copy of global data into this ‘‘Level Database’’.

This portion of the refactoring is nontrivial, dealing with 20K+ lines of code across dozens

of source files that effect nearly everything within the Uintah infrastructure. Estimated

time to perform this could potentially be several months of dedicated time, including

testing, etc., at large scale. The application tasks requesting these global variables will need

to be modified to search the level database for these shared copies of global variables. The

application portion of the required refactoring will be far more straightforward than the

internal modifications to the MPI engine and DataWarehouse.

8.4.3 Annotations for Dependency Optimizations

For a full implementation of the ideas presented here to work for a large framework

like Uintah, certain application-specific hints or annotations will need to be provided for

efficiency, presumably as part of the problem specification. In Uintah, this problem speci-

fication is via the XML input file, written to conform to the Uintah input file specification.

These annotations will allow the Uintah infrastructure to efficiently short circuit redundant

or unnecessary dependency analysis. The primary annotations that would help this effort

include the following:

• Listing of global properties (fields) that need to be communicated. For example,

in the case of RMCRT, currently four global radiative properties are communicated

via the all-to-all communication phase. With this listing, the interlevel dependency

checks on these properties could be clustered as opposed to one-by-one as the com-

munication phase currently operates.
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• Annotating pairwise interlevel dependencies. Using integer IDs for each level, de-

pendency checks on variables between levels that have no data dependencies would

be eliminated. Considering three AMR levels, interlevel dependencies could be spec-

ified as <GlobalLevelDeps> [0,1],[1,2] <GlobalLevelDeps>. This annotation

would eliminate unnecessary interlevel dependency analysis up front.

• Directionality of interlevel data dependence. For example, consider a two-level case

for RMCRT, which for global radiative properties imposes global dependencies from

coarse to fine only. Annotations on directionality would eliminate the coarse-to-

coarse, specifically intralevel dependency checks, which currently need to happen

for other AMR simulations.

• A statement as to the existence of global properties for a particular simulation. This

existence is ultimately determined by the Uintah infrastructure due to individual

tasks that request “global halos” for a particular variable for computation. The Uintah

infrastructure would benefit from knowing about the certainty of global dependen-

cies a priori.

8.4.4 Uintah Global Metadata

Historically, Uintah has stored a global mapping of “patch⇒ owning-rank” locally (per

MPI process) to facilitate MPI message generation, enabled by the dependency analysis

detailed in this work. The data structures m neighbor ranks and m neighbor patches cov-

ered in Section 8.2.2 play a majority part in this global Uintah metadata approach. It is clear

that at some point, the nodal memory footprint may become an issue with this approach,

specifically when orders of magnitude more patches are used than in simulations being

run today. The insights provided from this work suggest a new mechanism for storing

patches and their processor mappings is likely needed in the future. This mechanism

could be based on a system where all patches are compressed and distributed across all

processors. Each thread within Uintah’s current nodal shared memory model would have

only a partial view of the whole domain, and communication requests would be sent when

information on other patches is needed. This communication pattern is currently what

occurs during the regridding process, and so would not be a significant jump conceptually.
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SUMMARY AND CONCLUSIONS

This dissertation has introduced the challenges posed by the trend toward larger and

more diverse computer architectures, with or without co-processors and GPU accelerators,

and differing communications networks, when running general purpose parallel software

for solving multiscale and multiphysics applications. The principal exascale-candidate

application motivating this research has been based on a large-eddy simulation (LES)

aimed at predicting the performance of a commercial, 1200 MWe ultra-super critical (USC)

coal boiler, with radiation as the dominant mode of heat transfer. This research clearly

demonstrates how scalable modeling of radiation is currently one of the most challenging

problems in large-scale simulations, due to the global, all-to-all physical and resulting

computational connectivity.

The principal aims of this research have been to demonstrate how the Uintah AMT

runtime can be adapted, making it possible for complex multiphysics applications with

radiation to scale on current petascale and emerging exascale architectures. In this dis-

sertation, these aims have been achieved through: 1) the use of the Uintah AMT runtime

system; 2) adapting and leveraging Uintah’s adaptive mesh refinement (AMR) support to

dramatically reduce computational analysis, communication volume, and nodal memory

footprint for radiation calculations; and 3) efficiently orchestrating the all-to-all communi-

cation required of radiation through a task graph dependency analysis phase, designed to

efficiently handle global dependencies.

This research has ultimately shown that it is the combination of these approaches that makes

it possible to scale large industrial simulations such as the USC boiler problem with radiation.

Without these approaches, combined with massive parallelism and distributed memory, the target

boiler simulations would simply not be possible.

Chapter 1 introduced the importance and relevance of asynchronous many-task (AMT)
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programming models and runtime systems, which are becoming more widely considered

as a way to address the scalability and performance challenges the exascale machine model

poses to current-generation HPC codes [16]. These challenges primarily involve increased

concurrency, nodal heterogeneity, deep memory hierarchies, and variable performance

due to thermal throttling, all requiring adaptivity with respect to the order of execution

of computational tasks. Traditional bulk synchronous parallel (BSP) approaches tend to

overspecify a computation by imposing particular parallel execution order, limiting the

possibilities for exploiting additional levels of parallelism. Unlike the BSP approach, the

AMT model views a program as a flow of data control and data relationships (inputs

and outputs) between tasks. The runtime system then extracts the appropriate level of

parallelism based on these relationships.

As discussed in Chapter 1, the principal components in the task-based parallelization

process are: 1) subtask decomposition; 2) dependence analysis; and 3) task scheduling.

Using explicit task dependencies, the scheduling operation can be deferred to the AMT

runtime system. When every task is explicitly annotated with the set of tasks on which

it depends, the order in which tasks are launched by the application does not limit the

possible schedules, a key point to note. A natural way to consider an application’s col-

lection of tasks and their dependencies is a graph, with nodes in the graph representing

tasks and edges between nodes representing explicit dependencies between tasks. This

graph is often called a task graph. In this chapter, it was shown that dependency analysis

is considered an important foundation for scheduling, and is a precedent relationship in

which one task must be completed before another task begins to run [52]. The principal

issue for this graph, outside of the scheduling and execution of the tasks it contains, is how

the graph is constructed, e.g., whether the graph is constructed and analyzed at compile

time, at runtime, etc., and the complexity of this operation. This research has illuminated

the importance of how a graph-based approach must also scale well to very large task

graphs.

In Chapter 2, a detailed summary of radiation modeling (approaches to solve the radia-

tive transport equation (RTE) shown by (2.2)) was provided, with a survey of approaches

used, both in general, and within Uintah itself. Thermal radiation in the target boiler sim-

ulations is loosely coupled to the computational fluid dynamics (CFD) due to time-scale
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separation and is the rightmost source term in the conservation of energy equation, shown

by (2.1). Through this process, the divergence of the heat flux for every subvolume in the

domain (and radiative heat flux for surfaces, e.g., boiler walls) is computed by (2.5), as rays

accumulate and attenuate intensity according to the RTE for an absorbing, emitting, and

scattering medium. This dissertation has focused on the reverse Monte Carlo ray tracing

(RMCRT), a photon Monte Carlo method, and the transport sweeps method, a formulation

of the discrete ordinates method. In the case of RMCRT, a statistically significant number

of rays (photon bundles) are traced from a computational cell to the point of extinction.

This method is then able to calculate energy gains and losses for every element in the

computational domain. As mentioned in Chapter 2, the process is considered “reverse”

through the Helmholtz Reciprocity Principle, e.g., incoming and outgoing intensity can be

considered as reversals of each other [69]. Within the Uintah RMCRT module, rays are

traced backwards from the detector, thus eliminating the need to track ray bundles that

never reach the detector [63]. Rather than integrating the energy lost as a ray traverses

the domain, RMCRT integrates the incoming intensity absorbed at the origin, where the

ray was emitted. RMCRT is more amenable to domain decomposition, and thus, so is

Uintah’s parallelization scheme due to the backward nature of the process [8] and the

mutual exclusivity of the rays themselves.

In Chapter 3, a survey of current leading AMT runtimes and programming models, as

well as a cross section of those under initial or active development, was provided. The

current AMT community clearly represents a broad range of different design points and

philosophies within the design space of AMT models. The AMT runtimes and models

covered in Chapter 3 comprise the majority of those available today as well as those under

initial development; however, not one offers support for automated global halos. Legion and

Charm++ remain the only two models that offer the closest conceivable approach to match

what has been accomplished within Uintah for global calculations. Legion and Charm++

both require the application developer to explicitly supply far more characteristics of data

dependencies. A global dependency problem such as radiative heat transfer would require

explicitly writing tasks for all pairs of communicating global properties across the compu-

tational domain. For the CCMSC target boiler problem, global dependencies would result

in millions of hand coded tasks in all AMT runtimes surveyed, an untenable and intractable
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solution. The Uintah AMT runtime has been the clear choice for the CCMSC target boiler

simulations with radiation as the dominant heat transfer mode.

The introduction of radiation as the design driver for the Utah CCMSC was provided

in Chapter 4, which also introduced the central role radiation modeling plays in the chal-

lenges inherent in the CCMSC target boiler simulation, specifically showing that signif-

icant scalability challenges inherent in the RMCRT problem exist. Although the inves-

tigation of scalability with respect to the different processors and communications per-

formance concluded that the adaptive DAG-based approach provides a very powerful

abstraction for solving challenging multiscale, multiphysics engineering problems, the

key discovery related to the global dependency problem within Uintah, related to this

dissertation, was Uintah’s inability to complete RMCRT simulations beyond 16,384 CPU

cores due to intractable task graph compilation times.

Chapter 5 presented strong and weak scaling results for the RMCRT radiation model,

to 262,144 CPU cores, and demonstrated that through leveraging the multilevel AMR

infrastructure provided by the Uintah framework, a scalable approach to radiative heat

transfer using reverse Monte Carlo ray tracing was possible for CPU-based architectures.

It is important to note that although the AMR methods used in this work are not necessarily new,

the application of these methods to radiative heat transfer algorithms and their scalability is novel.

These strong and weak scaling results provide a promising alternative to approaches to

radiation modeling such as discrete ordinates. Using the cost model for communication

and computation developed in [53], we can now predict how our approach to radiation

modeling may scale and perform on current, emerging, and future architectures. The cal-

culations demonstrated in this chapter were determined as ideal candidates for large-scale

accelerator use, employing large numbers of rays for every cell in the computational do-

main, specifically, using the whole of machines such as Titan with accelerators. Adapting

this work to leverage the on-node GPUs of Titan [54] was detailed in Chapter 6.

Strong scaling results for the multilevel RMCRT radiation model to 16,384 GPUs were

presented in Chapter 6, which demonstrated that radiative heat transfer problems can be

made to scale within Uintah on current petascale heterogeneous systems through a com-

bination of reverse Monte Carlo ray tracing (RMCRT) techniques and AMR to reduce the

amount of global communication. The results presented here offer a promising approach



131

to modeling radiative heat transfer within Uintah on massive heterogeneous architectures.

This approach ultimately enables the Utah CCMSC to run the target 1200 MWe boiler

problem on current and emerging GPU-based architectures at large scale, as shown in

Chapter 7.

The work in Chapter 6 has also demonstrated the necessity of choosing optimal data struc-

tures and algorithms to efficiently expose concurrency. An important software design lesson is

illustrated in this chapter, specifically, how maintaining critical sections around serial data

structures in legacy code increases code complexity and the likelihood of the introduction

of difficult race conditions and deadlock scenarios, especially when using mixed concur-

rency models, namely MPI + (Pthreads + Nvidia CUDA). Furthermore, this chapter showed

the necessity for frameworks like Uintah to better manage limited memory through the use

of custom allocators that allow us to choose better allocation policies for different objects

and to better utilize available resources, improving nodal throughput. The specific contri-

bution of this portion of my dissertation is the development of a scalable radiation model

for current and emerging heterogeneous architectures, made widely available through the

Uintah open-source framework.

The full-scale industrial CCMSC target boiler was introduced in Chapter 7, where all

research and developments from previous chapters culminate. This chapter also showed

that a broad class of large-scale multiphysics applications requiring long-range interac-

tions, such as molecular dynamics [4], cosmology [5], neutron transport [6], and radiative

heat transfer [7] calculations, each use algorithms requiring global data dependencies.

Such dependencies require each node to first send data to potentially every other node,

and then prepare itself to receive data from most or all nodes. Once a node has received

all data from other nodes, data dependencies must be gathered together into usable data

objects. This sending, receiving, and gathering process can be prohibitively expensive in

terms of both computational analysis and memory storage if the amount of data to be sent

is large in contrast, for example, to an MPI reduction.

The size and complexity of these boiler simulations required a 351 million CPU hour

INCITE award, 280 million and 71 million on the DOE Mira and Titan systems, respec-

tively. For this industrial boiler problem, the DOE Titan and Mira systems were used

to simulate coal boiler designs using different methods for computing the RTE (Equa-
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tion (2.2)). On Mira, the global radiation dependencies required numerous sparse, global

linear solves for the discrete ordinates method [46]. On the Titan platform, radiative heat

transfer was computed using a reverse Monte Carlo Ray Tracing (RMCRT) technique [53],

which requires replication of radiative properties to facilitate local ray tracing. The Titan

boiler case utilized the Uintah asynchronous many-task (AMT) runtime system [35], [50],

which managed the scheduling and execution of over 8 million computational tasks on 119,000

CPU cores and 7,500 GPUs simultaneously.

In these boiler simulations, the dominant mode of heat transfer is radiation, which

presents significant challenges for AMT runtime systems [16] due to the all-to-all nature of

radiation. The principal challenge related to this dissertation was that each Titan node

was assigned ˜1400 Uintah computational tasks, generating hundreds of thousands of

global data dependencies introduced by the radiation solve. These dependencies become

potential MPI messages for which Uintah must generate correct message tags [31]. Within

Uintah, analyzing tasks for data dependencies is referred to as dependency analysis,

part of the task graph compilation process. For standard stencil calculations, where each

compute node needs to search only surrounding nodes containing neighboring simula-

tion data, dependency analysis completes in milliseconds, even at scale. However, with the

introduction of global dependencies, initial boiler runs on Titan required 4.5 hours for this

dependency analysis at production scale. Additionally, the simulation required alternating

between task execution patterns for timesteps involving either the standard computational

fluid dynamics (CFD) calculation, or CFD plus a radiation calculation to recompute the

radiative source term (on Titan’s GPUs) for the ongoing CFD calculation. Alternating

between these separate task execution patterns occurred every 20 timesteps and required

reanalysis of all global dependencies for the radiation solve, incurring potentially another

4.5-hour dependency analysis.

The specific contribution of this chapter is in addressing these challenges through an

improved search algorithm to reduce dependency analysis processing time by avoiding

unnecessary searches, combined with temporal scheduling, e.g., multiple primary task

graphs. This chapter demonstrated how these changes do not require a large rewrite of

key portions of Uintah, and how these improvements can be applied in a heterogeneous

AMT environment with a mixture of CPU and GPU tasks providing speed-ups over a
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homogeneous set of CPU-only tasks. The solutions presented here can be generalized

to other problems where each node has large numbers of data dependencies involving

most or all of the domain. In addition, the solutions are also pertinent to task scheduler

coordination schemes for preparation of simulation variables with global dependencies.

Final task graph complexity for fully scalable task graphs with radiation within Uintah

was covered in Chapter 8, with future directions provided. This chapter reminds the

reader of the strategy used by other AMT runtimes that have an explicit task graph rep-

resentation, which is to execute the task graph as it is being constructed. Within Uintah,

however, this is done in two distinct phases, compilation and execution. Uintah’s use of a

static task graph is largely related to its automated MPI message generation (a hallmark of

Uintah), for which dependency analysis must be completed prior to the execution phase

under the current design. For standard stencil calculations, where each compute node

needs to search only surrounding nodes containing neighboring simulation data, depen-

dency analysis typically completes in milliseconds, and only a few seconds at scale. In

the past Uintah has relied on amortizing the small cost of the compilation phase (typically

acceptable in applications which do only local communication) over a significant number

of iterations. The complexity of generating Uintah’s distributed task graph for applications

doing only local communication is shown to be O( n
p · log( n2

p )), where n is the number of

patches and p is the number of processes (MPI ranks) [31]. Each rank will then have n
p local

patches. This chapter provides a stark reminder that, in the context of the CCMSC target

boiler runs when employing multilevel RMCRT with global dependencies at large-scale,

this is no longer the case.

The principal contributions in this chapter were: 1) providing a research solution that

demonstrated it was possible to significantly reduce the complexity of the fourth term of

8.4, O(n f · t f g) for CCMSC boiler calculations; and 2) developing the high-level design for

what a more generalized solution with a subquadratic complexity in dependency analysis

would be for global calculations in general.

The research solution tested in this chapter was based on analyzing dependencies on

a per-node basis to automatically eliminate duplicate global dependencies, significantly

simplifying dependency analysis. This preliminary work demonstrates, at scale, how the

elimination of duplicate dependencies and analyzing dependencies on a per-node basis
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facilitates a dramatic reduction in task graph compilation time for a radiative heat transfer

benchmark problem [1] when using RMCRT as the radiation model. The challenge for

a full, generalized production solution extends beyond simply culling these duplicate

dependencies, and involves preserving the way Uintah’s automated MPI engine packages,

receives, and stores dependencies within its DataWarehouse, in which all Uintah simula-

tion data are stored based on a specific <Variable, PatchID, MaterialID> 3-tuple key.

When complete, the fourth term in (8.4) will change to O(d f · t f g), where d f is the number

of nodes containing fine-level patches. This chapter additionally provides a path forward

in order to implement these changes within Uintah.

The broader impact of this work may ultimately include algorithmic developments

for related problems with pervasive all-to-all type communications in general, such as

long-range electrostatics in molecular dynamics, and will be of importance to a broad

class of users, developers, scientists, and students for whom such problems are presently

a bottleneck.

9.1 Conclusion and Lessons Learned
As mentioned in Chapter 1, the exponential growth in HPC over the past 20 years has

fueled a wave of scientific insights and discoveries, many of which would not be possible

without the integration of HPC capabilities.

Many of these discoveries not only answer scientific questions, but also inform public

policy. The primary challenge in moving codes to new architectures at exascale is that al-

though present codes may have good scaling characteristics on some present architectures,

these codes may likely have components that are not suited to the extreme scale of new

computer architectures, or to the complexity of real-world applications at exascale. These

challenges, for example, may involve potentially billion-way concurrency, multiple levels

of heterogeneity (at both hardware and software levels) with multilevel memories, and

a proposed target power ceiling of 20-40 megawatts (MW) for 1 exaflop, likely leading to

power capping, nonuniform node-level performance and diminishing memory bandwidth

and capacity relative to FLOP count. The same bandwidth limitations also apply to the

I/O system at nearly all levels. The challenge of resilience is also not well understood

on architectures that are not yet defined. Nevertheless, the possibility of more frequent
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faults leads to consideration of practical resilience strategies. Although existing science

and engineering problems will of course be addressed at exascale, we have the opportunity

to solve a new generation of ever more challenging problems. The complexity of these

next-generation problems imposes challenges in that the algorithms and computational

approaches used will need to be considered to achieve scalability.

AMT runtimes like Uintah are attractive at petascale and exascale as the runtime ap-

proach shelters the application developer from the underlying parallelism and complex-

ities introduced by future architectures, aiming to mitigate these complexities and challenges

at the runtime level. Ultimately, the AMT approach seeks to accelerate scientific insight by

reducing both developer time and time to solution in simulations.

9.1.1 Reproducibility and Out-of-Order Execution

With HPC growing into such a powerful tool for scientific inquiry, computational re-

producibility has more recently become a focus in scientific computing, specifically un-

covering nondeterministic errors in large-scale simulations. This loss of reproducibility

became a viable concern when systems combined parallelism with nondeterminism, e.g.,

distributed computing combined with out-of-order execution. With the levels of par-

allelism available in current and emerging HPC systems (GPUs, manycore, and other

accelerator-based platforms), combined with the semantics of out-of-order execution in-

herent in AMT runtimes, ensuring computational reproducibility becomes challenging if

not impossible.

For the Uintah AMT runtime system, the end goal, apart from shielding the application

from the details of the underlying parallelism and architectural complexities, is to execute

code efficiently and portably on a broad range of architectures. Within an AMT runtime,

task execution often proceeds in an opportunistic manner (e.g., execution based on mes-

sage arrival times) with the execution order changing across differing systems and net-

works. Due to the noncommutative nature of floating point computations, simulations can

have different execution orders and could possibly run on different processing elements

altogether across runs. Code may be executed efficiently by an AMT runtime, but the

nature of how, when, and where code is executed can be impossible to predict on modern

HPC systems. Subsequently, computational results will be by definition, nonreproducible,
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due to the nondeterministic computational execution of tasks. For Uintah, it then becomes

imperative to maintain a way to allow for fully deterministic execution.

With this in mind, a result of this work has been to explore reinstrumenting the Uintah

runtime with the capability to employ a fully deterministic execution strategy for any

simulation. Specifically, such a strategy involves a topological sort of tasks, combined with

a guaranteed way to execute tasks in this order by the runtime, on specified processing

elements, eliminating any prioritization of tasks. At a minimum, this approach will allow

application developers to determine how variant the nondeterministic execution of their

codes are with respect to a deterministic ordering and execution.

9.1.2 Challenges of Running at Large Scale

The scaling challenges faced in this dissertation have become apparent only by running

challenging problems at very high core counts, stressing areas of Uintah infrastructure

code in ways never before seen, specifically Uintah’s task-graph compilation phase. A

parting message in this regard is the emphasis on the need for tools that help us under-

stand how the behavior of a code at small scale can provide insight as to its scaling charac-

teristics at large scale. This need has prompted the development of tools that understand,

in detail, the behavior of every task in a simulation executed by an AMT runtime.

The past approach has effectively been to run problems at larger and larger scales, an-

ticipating some portion of the code to slow down considerably, and then to use lightweight,

internal Uintah diagnostics, combined with large-scale debuggers, to localize the problem

well enough that the offending code can be reasoned about. The reason for this approach

is that Uintah has had “correct” code that has become a road block to scalability. This

scalability barrier may be illustrated by considering the case of the RMCRT radiation

model, for which there is potentially global connectivity. When considering RMCRT, com-

piling the task graph involves every compute node interacting with every other, an N2
nodes

process. Similarly, the global communications required in radiation grow to flood the

communications network unless mesh refinement is used to limit the amount of traffic [53].

In both cases, profiling would have predicted these difficulties.

The proposed tools would aim to accomplish two main tasks. The first is to determine

the performance of each task executed by the AMT runtime. As each user task deals
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with mesh patches of size n3 mesh cells, repeat runs with different tasks will allow a least

squares approach to project forward to larger values of n. At the same time, system tasks

will also potentially have a reliance on both the number of mesh points in a patch, n,

and p, the number of communicating MPI processes, resulting in the relationship np. The

envisioned approach is then to do two sets of runs to determine both the weak and strong

scaling characteristics of user, as well as system tasks, and to use this information to predict

future performance not only at larger core counts but also at larger patch sizes.
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