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Fig. 1: An overview of the proposed framework. It has four stages: (A) Data collection that captures both deictic and verbal portions of
the meetings. (B) Utterance matching that associates referential gestures with the corresponding transcribed utterances. (C) Reference
Extraction that further extracts connections within the matched utterance. (D) Interactive Notes Generation that represents collaborative
data meetings with automatically generated transcripts and meeting minutes, both augmented with annotations.

Abstract— Referential gestures, or as termed in linguistics, deixis, are an essential part of communication around data visualizations.
Despite their importance, such gestures are often overlooked when documenting data analysis meetings. Transcripts, for instance,
fail to capture gestures, and video recordings may not adequately capture or emphasize them. We introduce a novel method for
documenting collaborative data meetings that treats deixis as a first-class citizen. Our proposed framework captures cursor-based
gestural data along with audio and converts them into interactive documents. The framework leverages a large language model to
identify word correspondences with gestures. These identified references are used to create context-based annotations in the resulting
interactive document. We assess the effectiveness of our proposed method through a user study, finding that participants preferred
our automated interactive documentation over recordings, transcripts, and manual note-taking. Furthermore, we derive a preliminary
taxonomy of cursor-based deictic gestures from participant actions during the study. This taxonomy offers further opportunities for
better utilizing cursor-based deixis in collaborative data analysis scenarios.
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When people meet to present and discuss data and data visualizations,
significant communication occurs through referential gestures such as
pointing and indications of movement and flow [35]. These gestures
enrich the context within which statements are made, playing a crucial
role in shaping the meaning of those statements. This meaning-through-
context is referred to as deixis by the linguistics community [57].
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Among the various forms of communication, deixis holds a partic-
ularly important role in interchanges concerning visualizations [27],
providing clarity and depth to the explanation of insights. As shown in
Figure 1(A), someone may verbally refer to “this cluster” while using
a laser pointer to lasso points in the scatterplot for others to observe.
In this example, verbal expression alone would fail to convey a clear
interpretation without the accompanying referential gestures.

Despite being essential in communication around data, deixis is of-
ten overlooked when documenting collaborative visualization meetings.
Traditional methods of documenting meetings each have their limita-
tions: transcripts do not store referential gestures, while screen and
video recordings may be missing pointer movements or lack fidelity to
understand context from them. Additionally, manual note-taking can
be distracting and must often be selective in what context it captures
to keep up with the pace of the meeting [51]. Existing methods of
documenting insights during visual analysis are either not designed for
synchronous communication [26, 59] or demand significant manual an-
notation and input [11,64], posing considerable challenges for their use
in highly interactive settings like collaborative visualization meetings.

To facilitate future examination and review of communications
around data, we propose a framework to document collaborative vi-
sualization meetings that underscores the importance of deixis. We
focus particularly on online meetings, where people synchronously dis-
cuss data visualizations in a distributed setting. In video conferencing,
gestures to a digital visualization are often performed with the mouse
or touch pointer. Video conferencing software [43, 65] further allows
people to annotate what is shown on screen with tools like the virtual
laser pointer or pencil tool while interactive visualizations have deictic
interactions such as brushing and highlighting [5, 41]. We design our
framework to capture these pointer-based deictic behaviors, storing
them alongside the utterances.

Participants in virtual synchronous meetings encode, in the semi-
otics sense [10, 23], their deictic communication with a combination of
audio and pointer gestures. To better understand how we can identify
these communication pairs, we first conduct a formative study of the
use of pointer-based gestures in online synchronous meetings around
data. We use the findings to inform the design of our pipeline. We
associate recorded gestures from annotation tools and visualization
interactions with audio transcripts based on both temporal overlap and
utterance semantics, utilizing the in-context learning capability of a
large language model (LLM) [18, 44] to perform the latter. With these
matched gestures and dialogue, we generate an interactive document
that provides both meeting minutes, a compressed narrative of the meet-
ing, and the full transcript, both linked with their matching referential
gestures represented as animated annotations or interaction states.

To evaluate the effectiveness of our approach, we conducted a second
user study involving our developed prototype, which is available on
Github1. Overall, participants acknowledged the usefulness of our
generated documents and expressed a preference for using them for
meeting documentation over screen recording and audio transcription
methods. Given that our study replicates gestural tools commonly used
in collaborative meeting systems, we believe that the proposed concepts
and design principles can be readily integrated into existing systems.

Our framework aims to identify deictic communication and re-
encode it into documentation without decoding or changing the mean-
ing, expecting the user to decode as they would have in the meeting.
Recognizing the potential of decoding these deictic communications,
we code the observed gestures from both of our studies and derive the
first taxonomy for referential gestures in online synchronous communi-
cation. Though preliminary, this taxonomy can aid in understanding
deictic pointing behaviors in online communication and provide a foun-
dation for future projects that seek to recognize, capture, and design for
such gestures.

In summary, our contributions are two fold: (1) A framework for
generating deixis-informed interactive notes from synchronous online
audio-visual meetings and (2) A preliminary taxonomy of pointer-based
deictic gestures used in collaboratively exploring data visualizations.

1https://github.com/hconhisway/vitraexample

2 BACKGROUND AND RELATED WORK

We present relevant background in deixis, referential gestures, com-
munication, and collaborative visualization. Then we discuss related
work regarding insight documentation in visual analysis and methods
for connecting text with visual components.

2.1 Background on Deixis and Referential Gestures
In linguistics, deixis refers to the phenomenon where the meaning of
certain words is dependent on the context in which they are used [57].
For example, the statement “that apple tree over there” cannot be
fully understood without observing the speaker’s index finger pointing
towards the tree. Deixis can take on different forms, such as personal,
spatial, and temporal. We focus on spatial deixis, where language is
used to indicate location or direction within the speaker’s contextual
environment. We use the term referential gestures interchangeably with
deictic pointing behavior.

In the encoder/decoder model of Stuart Hall [23], the communicator
encodes their meaning as a message which is then decoded into a
perceived meaning by the receiver. In our case, attention is directed
through a combination of speech and gesture. We seek to identify and
document both parts of the encoded message, essentially re-encoding
the message for later decoding by the the meeting participants.

Previous work has underscored the critical role of referential ges-
tures in human communication. Through surveying various types of
communicative gestures, Clark [13] categorized them into two cate-
gories: pointing and placing. Pointing directs attention towards an
object or location, while placing involves positioning objects in a way
that communicates meaning. Clark argues these nonverbal actions are
foundational to the way we convey and interpret meaning. Brennan
et al. [7] conducted an experiment with paired participants working
together to analyze a map. By analyzing the movement of mouse
cursors, they concluded that successful conversation depends on the
dynamic interplay of both verbal and non-verbal (i.e., visual) cues.
Building upon these works, our study acknowledges the critical role
of non-verbal cues in communication. Particularly, we focused on the
context of communication around visual representations.

Hill and Hollan [27] explored how deictic pointing behaviors encom-
pass more than the simple directive of “look here,”A discussing various
hand gestures that convey diverse meanings. Heer et al. [24] further
investigated the application of spatial referential gestures within the do-
main of asynchronous collaborative visualization. They distinguished
between two primary types of referential gestures in spatial contexts.
The first type encompasses brushing and dynamic querying, which are
directly tied to data. They can support various automated tasks [63] and
are applicable through different data views. The second type, graph-
ical annotations are more expressive, but are view-dependent due to
their lack of data awareness. Building upon the taxonomy proposed
by previous studies and our observations, we identify three types of
referential gestures pertinent to remote synchronous communication
around data visualizations: transient gestures expressed with a laser
pen [48, 49], durable annotations made with a pencil tool [17, 26], and
manipulations of the visual interface activated by mouse actions [22].

A critical issue related to referential gestures is ambiguity. In some
scenarios, people may successfully communicate without using ges-
tures. Clark et al. [14] demonstrated how ambiguity resolution is
influenced by the familiarity among individuals. For instance, two indi-
viduals sharing a common understanding about certain flowers might
effectively communicate by simply referring to “this flower,” while a
third party, lacking this shared context, might be confused. The ambi-
guity problem also poses a threat to our documentation framework, as
we cannot document information that is not explicitly expressed and
relies on external context. We also discuss this limitation in Section 7.

2.2 Background on Collaborative visualization
Collaborative visualization is defined as “the shared use of computer-
supported, (interactive,) visual representations of data by more than
one person with the common goal of contribution to joint information
processing activities” [28]. Based on early works in the Computer-
Supported Collaborative Work (CSCW) community [1, 30], collabo-
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rative visualization scenarios are characterized by space (co-located
vs. distributed) and time (asynchronous vs. synchronous) axes [28, 58].
When designing our documentation framework, we focus on syn-
chronous distributed collaborations, with an emphasis on the critical
communication and discussion phases. Specifically, we envision small
collaborative team meetings, described as “Jam Sessions” by Brehmer
and Kosara [6], as primary use cases for our framework.

Although our work does not aim to directly enhance collaborative
visualization, we built the collaborative interface we use for data col-
lection (Section 3.1) based on the previous efforts of collaborative
visualization [2, 4, 33, 56]. For example, VisConnect [56] introduces
support for synchronizing low-level events in web-based interactive
visualizations for collaboration. Neogy et al. [46] explored the design
space of interfaces for remote synchronous collaborative visualizations,
with the aim of enabling effective collaboration among users while
preserving the autonomy necessary for independent work. We use
these works to inform our testbed so that our framework operates on
ecologically valid scenarios.

2.3 Other Related Work

Insight documentation in visual analysis. Previous research has rec-
ognized the important role of notes made during visual analysis [39],
though not in the context of remote synchronous collaborative visual-
ization. In these other contexts, observed benefits included that analysts
can review insights previously recorded and use the records as materials
for deeper analysis and organization [39, 40]. Apart from taking notes
in separate medium, annotating visualizations can also be considered
a form of knowledge externalization and can also facilitate the analy-
sis process [64]. Kim et al. [34] found that free-form annotations, as
opposed to note-taking in a separate medium, may encourage partici-
pants to maintain a state of “flow,” which is associated with heightened
creativity. Walny et al. [60] also used a free-form pen in their study to
ask participants to draw on visualizations while reading. Their results
suggest that active reading behaviors transfer from documents to visual-
izations. We draw an analogy between our provided pencil tool (shown
in Section 3.1) and the free-form pen in non-collaborative scenarios.
Our framework also aims to document insights from visualizations.
We focus on remote synchronous meetings as the primary use case,
prioritizing the automatic generation of notes, as manual note-taking
can be challenging in such highly interactive scenarios.

Connecting text to visual media. In the digital era, many documents
produced and consumed online incorporate both textual and visual ele-
ments. Many works have sought to harness computational technologies
to enhance the readability and user experience of online document text.
For example, Kong et al. [36] introduced a crowdsourcing pipeline
for extracting references between texts and charts and an interactive
application that highlights these correspondences on selection. Kim et
al. [32] developed an interactive document reader that automatically
links document text with corresponding spreadsheet cells. This linking
was shown to enhance users’ ability to match text with tables. Badam
et al. [3] further introduced a contextual visualization technique that
can automatically link text contents with tables and provide visual-
izations based on the reader’s current focus. Kori [38] presented a
mixed-initiative approach for building references between charts and
text through both manual input and algorithmic suggestions. Emphasis-
Checker [31] can detect and highlight mismatches in emphasis between
line charts and textual descriptions. In addition to utilizing visualization
to enhance the reading experience, textual descriptions (annotations)
are also employed to augment visualizations. Lai et al. [37] developed
a pipeline that uses computer vision techniques to automatically anno-
tate visualizations based on provided textual descriptions. Similarly,
ChartText [50] links text with statistical charts. They discussed a use
case of automatically annotating charts to a presenter’s description
during a video conference as motivation, but did not demonstrate it in
practice. Our work resonates with previous efforts to connect text to
visual media, but targets a different type of reference between text and
media: those encoded by participants in virtual meetings, expressed
through a combination of deictic references and spoken words.

Fig. 2: An overview of the collaborative interface, serving to enable
collaborative visualization and data collections. It consists of (A) a gallery
of meeting materials, (B) a collaborative board, and (C) room controls.

3 FORMATIVE STUDY & DESIGN RATIONALE

To inform our design, we conducted a formative study of how people
use referential gestures in remote synchronous meetings around visual-
izations. We first designed and implemented a collaborative interface
for use in this study, representing such intefaces in general, based on a
survey of existing collaborative working tools. Then, we recruited four
participants with expertise in the design and analysis of visualizations.
Participants were asked to share and discuss their own visualization
projects as well as visualizations they found engaging through the
collaborative interface. These visualizations included common charts
(e.g., Gantt charts, line charts, scatter plots), scientific visualizations
(including volume rendering results), and visual analytics systems. We
detail the findings from the observations and discussions, and explain
how they influenced our design decisions. We first describe our collab-
orative interface. Then we present the findings of our formative study
and the design guidance we interpreted from them.

3.1 Representative Collaborative Interface
In designing our representative interface to collect deictic gestures, we
encountered limited discussion and guidance regarding how they are
expressed in remote environments. Early works focused on the use
of the mouse pointer to direct viewer’s intentions [7, 27]. However,
the volume of data generated by the trajectory of mouse movements is
substantial and does not always indicate a referential gesture, limiting
its capacity for preserving records.

We surveyed how referential gestures are expressed in popular col-
laborative working tools, including videoconferencing tools, such as
Zoom [65] and Microsoft Teams [43], and whiteboard tools, such as
Mural [45] and Excalidraw [20]. We found that referential gestures are
often expressed using a laser pointer metaphor. Compared to the mouse
pointer, the virtual laser pointer is more expressive as it maintains
temporary trails that can express deixis more naturally with diverse
meanings beyond just “look here.” In addition to the laser pointer,
we also found these applications have a free-drawing pencil tool to
create durable annotations in collaborative visual analysis that last until
deliberately erased, such as, for example, marking a location as “Area
A” and referring to it afterward. We thus chose to implement these two
common tools in our interface.

3.1.1 Collaborative Interface for Capturing Gestures
Based on the above investigation, we designed a collaborative interface
(Figure 2). It consists of three main parts: (A) the gallery of meeting
materials , (B) the collaborative board, and (C)) the room controls.

(A) Gallery of meeting materials. Anticipating multiple visualizations
may be examined in a meeting, we designed a gallery of meeting
materials. This gallery is synchronized among all users and acts as a
menu for selecting the main visualization being viewed. The gallery
concept draws a parallel to the slide gallery in presentation tools, but is



Fig. 3: An illustration of the operational mechanisms underpinning the
interactive visualization demo within our collaborative interface. In this
example, “Client 1” clicked on the node “Marius”. This event is relayed
to the server and then broadcast to all connected clients. Concurrently,
the change of the current selected node and node positions are stored
in the state file.

designed to offer greater flexibility in a more informal structure. It is
intended for housing raw materials that require analysis and discussion
within the meeting context.

The gallery supports direct import of static visualizations in JPEG,
PNG, and SVG formats. As the collaborative interface’s support for
interactive web-based visualizations requires some manual effort to
work with our system, we do not yet support automatic upload. Other
types, such as videos, we expect will require other design considerations
for appropriately capturing referential gestures.

(B) Collaborative board. The collaborative board is the main area of
the collaborative interface and where we expect in-depth analysis of
visualizations and the referential gestures of the participants to occur.
We base our design on the Excaldraw whiteboard tool [20].

We incorporate the virtual laser pointer and pencil tools in the toolbar
at the top of the screen (Figure 2b1). From left to right, the toolbar
includes the mouse pointer for initiating interactions (further details
in Section 3.1.2), the pencil tool for durable annotations, an eraser for
removing them, and the laser pointer for transient gestures. Figure 2b2
shows an example of Alice, a user remote to the viewer, using the
laser pointer to circle a cluster in the scatterplot. The yellow trail is
synchronized with the view of the viewer (local user). It remains visible
for a brief period before gradually fading away.

(C) Room controls. We enable users to initiate a new session by
starting a ‘room’ and sharing its link with others (Figure 2c1). This
feature is also inspired by Exalidraw. It includes a real-time display
of participants currently active within the room. These controls also
include the audio recording functionality, as indicated by the button in
Figure 2c3, which is essential for the data collection process.

3.1.2 Supporting Interactive Visualizations
We developed a proof-of-concept interactive visualization within our
interface to demonstrate our deixis-centered documentation for remote
synchronous meetings in interactive scenarios. As illustrated in Fig-
ure 3, we employ the event synchronization mechanisms provided by
VisConnect [56] to ensure that changes within the visualization are
coherently synchronized across different clients. Moreover, each user
interaction with the visualization triggers the recording of the current
interaction state. These interactions represent another form of deixis.

Currently, there is no existing solution that can import interactive
visualizations directly into the collaborative interface without some
coding effort. While VisConnect enables collaborative visualization
through event synchronization, it still requires some implementation
changes to the non-collaborative interactive visualizations.

Capturing the deictic actions on the interactive visualization requires
provenance tracking, which has been extensively researched in the
visualization community [47, 53, 62]. Recently, tools like SIMProv [9]

and Trrack [16] have emerged, offering capabilities for capturing prove-
nance in web-based interactive visualizations. We employ trrack [16] to
collect provenance data related to user interactions. Trrack can record
the state of the interactive visualization at each interaction event, en-
abling the reconstruction of the visualization’s state at any point in the
user’s journey. This feature is helpful for generating interactive notes
that accurately reflect the current visualization state.

3.2 Formative Study Observations & Outcomes
We make the following observations based on the activities of the
participants during our formative study:

Observation: The laser pointer and pencil tool engendered different
gesture types, frequency of use, and degrees of precision. As the
laser pointer was transient and the pencil tool durable, they were used
in different ways by participants. First, the laser pointer was primarily
used to direct attention, often accompanied by verbal cues such as “look
here.” In contrast, the pencil marks were made to last a long time. One
participant noted that they would opt for the pencil tool to highlight
discussion points they deemed important. So durable annotations made
with pencil tool often span a large portion of a discussion while gestures
made with laser pointer are typically associated with one sentence.

Second, the laser pointer was used significantly more than the pencil
tool. Two participants mentioned they preferred staying with the laser
pointer and only switched to the pencil tool when necessary. They
would switch back to the laser pointer after completing their tasks with
the pencil. This behavior underscores the laser pointer’s role as the
primary tool for most users.

Third, referential gestures with the laser pointer tended to lack pre-
cision, which means drawings may not precisely cover intended area,
and rely heavily on verbal clarification to resolve. For example, a
participant might use the laser pointer to indicate a growing segment
in a line chart, saying, “look at this growing period...” The line drawn
might not exactly cover the intended segment, so the verbal explanation
of “growing period” helped convey the intended meaning. In contrast,
annotations made with the pencil tool were characterized by greater
precision. Participants tended to be more cautious with the pencil,
sometimes using the eraser to correct inaccurate annotations.

Design Outcome: Given the vastly different natures of how the
transient laser pointer and durable pencil tool are used, we developed
distinct strategies for linking them with text in interactive documents.
We choose to link transient gestures in a fine-grained fashion, like
phrases or keywords. We choose to treat durable annotations more like
image changes in the interactive document.

These choices influence our technical requirements, particularly in
the utterance matching and reference extraction steps described in Sec-
tion 4. For transient gestures, we match utterances to the laser pointer’s
actions based on the timestamps captured at the start (mouse down) and
end (mouse up) of its activation. In contrast, durable annotations are
linked to every sentence articulated from their creation (indicated by
the pencil tool’s mouse down action) until their deletion (erased with
the eraser).

Furthermore, due to the imprecise nature of transient gestures, we
implement an additional reference extraction step. This process aims
to connect these gestures with specific words and phrases in the corre-
sponding sentence, thereby creating more intuitive and clearer linkages.

Observation: People use the laser pointer for purposes beyond
gesturing. The use of referential gestures among participants showed
significant variation. Some individuals used the laser pointer beyond
gesturing, occasionally creating drawings that were meaningless. One
participant characterized these actions as involuntary and an uncon-
scious byproduct of their thought process. Generally, these behaviors
do not hinder interpersonal communication, as others tend to disregard
these non-essential gestures. However, these indiscriminate doodles
can introduce inaccuracies in the resulting interactive document by
generating irrelevant annotations.

Design Outcome: To mitigate the inclusion of spurious or non-
deictic gestures in our interactive notes, we take additional measures to
identify and filter out extraneous gestures.



Observation: The motion of the laser pointer is used to attract
attention, indicate direction, and convey emotional intensity. The
motion of the laser pointer can convey additional meaning. First, motion
can be used to better direct attention. Especially when referring to small
areas, people tended to use the laser pointer to draw back and forth
over the same location. Second, motion can convey critical information
such as reading direction. For example, a person can draw a line
to guide viewers to follow a path from a certain direction. In the
absence of animation, the indication of direction becomes ambiguous.
Third, motion can be used to convey a sense of emotional intensity.
For example, by rapidly accelerating the movement of the pointer to
highlight a rapidly growing area on a line chart.

Design Outcome: In light of these insights, we adapted our inter-
face to record the timestamps of each point along the laser pointer’s
trails. This data allows us to recreate the referential gestures through
animations, accurately mirroring the original motions.

4 AUTOMATIC GENERATION OF INTERACTIVE NOTES

We present our framework for automatically generating interactive
meeting notes with both verbal and non-verbal communication cues.
We first present a brief overview. We then go over the techniques used
to transform the recorded audio and gestures into interactive notes.

4.1 Framework Overview
The goal of our framework is to enhance documentation of collaborative
meetings around visualization. The framework comprises four main
components: i) data collection (Figure 1A), ii) utterance matching
(Figure 1B), iii) reference extraction (Figure 1C), and iv) interactive
notes generation (Figure 1D). The first these steps identify messages
with deixis-encoded aspects. The final step re-encodes the identified
message as a persistent digital document. Figure 1 illustrates this
workflow. We describe the framework in overview here and present
details in the subsequent sections.

i) Data Collection. To accurately document both deictic and verbal
portions of collaborative visualization meetings, we collect three types
of data: audio recordings, referential gestures (using pointer-based
laser pointer and pencil tool), and interaction provenance data. Each
data type is labeled with timestamps to facilitate subsequent matching
processes. We use the collaborative interface from our formative study,
though the framework could be applied to any interface that collects this
data. In our implementation, the recorded audio is transcribed using
Whisper [52], an open-source automatic speech recognition (ASR)
system. Whisper further provides word-level precision timestamp
prediction, which helps in the later utterance matching step. We also
utilize the implementation of speaker diarization using Whisper [19] to
distinguish different speakers.

ii) Utterance Matching. Once data is collected, the audio is tran-
scribed and the transcribed utterances are aligned with corresponding
referential gestures based on timestamps. For example, in Figure 1B,
the transcribed utterance “Alice: Look at this cluster here...” is matched
with the referential gesture of Alice circling a cluster in the scatter-
plot using the timestamps of the gesture and speech. Drawing from
our formative study with visualization experts, we developed specific
matching strategies for different types of referential gestures. These
strategies are discussed in detail below.

iii) Reference Extraction. We further winnow the audio associated
with a gesture to a more precise meaning using a large language model
(LLM). We design prompts to extract connections between words or
phrases within the matched utterances and referential gesture pairs.
For example, in Figure 1C, the LLM identifies “this cluster” from
the transcribed utterance “Alice: Look at this cluster here...” as the
object most likely to be the focus of the gesture. The design and
implementation of this reference extraction process are described in
Section 4 and the practical limitations are discussed in Section 7. We
note this step partially decodes meaning through the LLM to refine the
identification. We hypothesize further understanding of deixis encoding
could improve this and other applications and thus present a preliminary
taxonomy of pointer-based deictic gestures in Section 6.

Fig. 4: Illustration of various scenarios for matching utterances with tran-
sient referential gestures. (A) One gesture matches with one sentence.
(B) Several gestures match with one sentence. (C) One gesture matches
with several sentences.

iv) Interactive Notes Generation. We create an interactive document
representing the collaborative data meeting with meeting minutes, a
transcript, and annotated visualizations. The meeting minutes are
generated by the LLM. Both the meeting minutes and transcripts are
augmented by creating links in the text to animated annotations that
display the referential gesture in the visualization. For example, in
Figure 1D, hovering over the word “cluster” in the interactive note
triggers a replay of the referential gesture made by Alice—the circle
she made around the cluster replays in the scatterplot. We describe the
design and implementation of interactive notes generation below.

4.2 Gesture Filtering & Matching

We have different strategies for matching transient, durable, and inter-
active visualization gestures to sentence-sized utterances. However,
first we filter out easily identifiable non-referential gestures. As noted
in Section 3, some people tended to doodle when not speaking. Keep-
ing only gestures made by the active speaker is a simple yet effective
strategy to filter out most non-communicative gestures.

Transient gestures. Referential gestures made with the laser pointer are
the most common. They typically have a short duration, usually with
one gesture corresponding to a single sentence. However, this heuristic
is not sufficient. During our experiment, we also observed many cases
where people used multiple gestures within a single sentence. Drawing
a long-lasting trajectory while speaking multiple sentences was a very
rare case. Figure 4 illustrates these three cases. In case and case ,
where a gesture is associated with at most one sentence, it is sufficient
to record the match by assigning each gesture to the single sentence it
appears during.

Conversely, scenarios like , where multiple sentences are linked to
a single gesture, typically arise when the speaker uses the laser pointer
continuously without releasing the mouse button. In such instances,
a single gesture may convey different meanings at different junctures,
thus presenting a challenge to the following reference extraction task.
This complexity arises because extracting meaningful references from
the gesture becomes more difficult as the size of the text (utterance)
grows. To mitigate this issue, we divide the continuous gesture into dis-
tinct segments based on the timestamps associated with each sentence.
This process ensures that each gesture is paired with a single sentence
at most.

Durable gestures. As discussed in Section 3, durable annotations made
with the pencil tool persist from the creation to the deletion. Rather than
associate these with all of the sentences uttered during their existence,
we instead associate them with timestamps. The intent is to match
them with a state of the visualization rather than specific utterances.
Thus, in the output interactive notes document, users can reveal durable
annotations by timestamp. Figure 6 shows these timestamps in the



Fig. 5: Illustration of reference extraction: (a) Two imprecise gestures are
matched with one sentence. (b) After reference extraction, gestures are
sequentially associated with two separate phrases.

interactive notes, enclosed by red rectangles.

Interactive visualization gestures. Multiple factors could be consid-
ered when handling stored manipulations of visual interface (interaction
provenance). These factors include the presence of animated transitions,
the duration of the transitions, the type of interaction, and the extent of
changes made to the visualization. Some interactions, like selection,
highlighting, and brushing, are analogous to the mouse pointer gestures
in terms of focusing attention. We decided not to consider animated
transitions as these are properties of the interactive visualizations rather
than a choice of the person manipulating the system. It would be un-
clear whether the animated transition is an intended part of the encoding
of the speaker or an aspect they could not control and therefore we
rely on the instigating action, e.g., selection or brushing, instead. We
also chose not to consider interactions that alter the visual encoding,
as those are more akin to looking at another visualization rather than
gesturing. We chose to include dynamic queries that do not change the
visual encoding as gestures for their attention and focus aspects. Given
the durability of the changes, we do timestamp matching instead of
utterance matching, similar to durable gestures. We further discuss the
nuance of different interaction types and possible ways to capture them
in (interactive) documentation in Section 7.

4.3 Reference Extraction

The casual and imprecise characteristics of transient gestures, which
we discovered in our formative study, pose additional challenges to
associating those gestures with the most meaningful speech. We cannot
typically discern the annotator’s intent based on the gesture alone.
Reviewing the speech (text) is necessary to grasp the intended meaning
fully. This issue is compounded in instances where multiple gestures
are made within a single sentence, as demonstrated in Figure 5(a).
To make the generated notes more comprehensible and reduce the
cognitive load on users, the reference extraction step matches gestures
to relevant words and phrases from their previously matched sentences.
As illustrated in Figure 5(b), two gestures are identified and sequentially
associated with “several years of rapid growth” and “reached its peak
around 2008”, thereby making both user interaction and reading clearer
and easier to understand.

We employ the in-context learning capabilities of LLMs [18, 44] for
reference extraction. In-context learning allows the LLM to adapt to
new tasks through inference alone, eliminating the need for additional
training or fine-tuning. To enhance the precision and reliability of the
extraction process, we adopt the “chain-of-thought” [61] prompting
strategy coupled with a few-shot learning approach [8]. This approach
can enhance the model’s robustness by explicitly demonstrating the
thought process required for the task, encouraging the model to follow
a step-by-step cognitive approach. The “chain-of-thought” prompting,
in particular, aids in making the model’s decision-making process more
transparent and interpretable. The few-shot examples in the prompt can
be found in the supplemental materials.

4.4 Design and Implementation of Interactive Meeting Note
We design the interactive note document following the design outcomes
we identified during the formative study (Section 3). As shown in
Figure 6, the document consists of two primary views: the Transcripts
& Minutes view (Figure 6A) and the the Gallery & Visualization view
(Figure 6B).

The Transcripts & Minutes view depicts the verbal communication
of the meeting. The transcript is generated directly from the audio as
described in Section 4.1 i). However, raw transcripts can be lengthy,
unstructured, and noisy, making it challenging to quickly identify key
points and actionable items within the text. Recently, researchers have
explored how to leverage an LLM’s in-context learning capacity to
understand complex, nuanced meeting content effectively [54, 55]. Fol-
lowing a similar strategy to Schneider et al. [55], we produce meeting
minutes (long-form summaries) by segmenting meetings into topics
and generating meeting minutes for each topic separately. This method
can produce meeting minutes that are cost-effective compared to using
large language models across the whole transcript.

During the generation of meeting minutes, we apply an additional
step to instruct the LLM to preserve referential gestures when trans-
forming transcripts, merging multiple gestures when necessary. As
shown in Figure 6, a1 and a2, five referential gestures were preserved
in the meeting minutes out of nine total gestures in the transcripts.

, , and all depicted the Asian communities in Boston, and are
semantically merged into in the meeting minutes. When a mouse
hovers over , the visualization view (Figure 6 b2) displays the three
gestures made by Bob, which are a combination of gestures , , and

. Of the next five gestures, and are preserved and included in
the meeting minutes, while the intervening gestures are only available
in the transcript.

We build our interactive notes using prior work on authoring interac-
tive documents [15, 25]. Specifically, we use the interaction features
of Living Papers [25], a framework for integrating executable code,
interactive components, and traditional text into a unified document.
We write the reference extraction results into Living Papers’ custom
markdown. When the mouse hovers over the text links (light blue), as
shown in Figure 6(A), the parameters (data regarding the referential
gestures) are passed to the Gallery & Visualization view (Figure 6B),
which then switches between different charts and plays the annotations
based on the provided parameters. This approach provides the addi-
tional feature that users can edit the interactive notes directly through
this markdown file.

5 USER EVALUATION

We conducted an evaluation with users to assess the utility of our
approach and to further examine the use of gestures in remote syn-
chronous meetings with data visualizations. The study was approved
by the University of Utah Institutional Review Board (00175137).

5.1 Study Design
Our study was conducted in one-hour sessions with paired individuals
who collaboratively discussed visualizations through our system and
then reviewed the generated documents. While we expect collaboration
dynamics may be different with larger groups, we chose to conduct
the evaluation in pairs as we were focusing on the gesture-capture
aspects of our framework. We consider our sessions as a simplified
version of small collaborative team meetings described by Brehmer and
Kosara [6]. In these “Jam Sessions” people meet and discuss the data
and data visualizations casually.

5.1.1 Participants

We recruited 18 participants (10 men, 8 women, all fluent English
speakers) to evaluate our note generating tool. Based on our recruitment
channels, all participants are graduate students in biology or computer
science from a university in North America. Participants were matched
into pairs based on their availability. Participants were compensated 30
USD for their time.



Fig. 6: An overview of the interactive notes, with: (A) Interactive text, comprising transcripts from audio and the LLM-generated meeting minutes,
includes interactive text components based on the results of utterance matching and reference extraction. (B) Visual media from the meetings are
presented with annotations based on parameters transmitted by the interactive text on the left. This operation can change the underlying visualization,
add annotations, and alter interactive states.

We sought participants that would be likely to perform exploratory
data analysis. As such, we advertised to the following groups: (1) a
data science course at our institution, (2) a data science meetup at a
second institution, (3) a visualization course at a third institution, and
(4) the graduate student group at our institution.

5.1.2 Procedure
We began our sessions with briefing and consenting. The facilitator
(first author) then gave a demonstration of our collaborative UI and its
features (∼10 minutes). Participants were then asked to turn on their
audio recordings, view the visualizations already in the interface, and
discuss them with each other based on prompt analysis questions in the
interface. (∼30 minutes). The visualizations and prompts are available
in supplemental materials.

After the analysis session, the interactive documents were then gener-
ated and provided to the participants. Before reviewing the documents,
the participants were asked to fill out a background survey about their
experiences with collaborative data meetings and note-taking. The facil-
itator then verbally verified with each participant that the linked gesture
annotations were available to them. The facilitator then asked the par-
ticipants to review the documents and fill out a second post-survey
(described below). This process took about 20 minutes. Participants
were then debriefed and the session ended.

5.1.3 Post-Survey
The post survey consisted of seven 5-point scale questions and three
open response questions. It was administered through Google Forms.
We asked participants to (1) rate the quality of the interactive docu-
ments and their specific components, (2) compare the documents to
video recording and transcripts, and (3) rate their likelihood of using a
framework like ours in the future. Each of these sections was followed
by an open response asking them to elaborate. The full survey with
responses is available in the supplemental material.

5.1.4 Visualizations Used in the Study
We chose a variety of visual idioms for the participants to explore during
the session as different idioms might encourage different gestures. The
static visualizations included the Minard map of Napoleon’s march,
segregation maps of several cities from the New York Times [42], and
(stacked) line charts, node-link diagrams with topics of global warming
and virus evolution from Reuters [12, 29]. The interactive visualization

is a Les Misérables co-occurrence graph with a bar chart displaying the
frequency of occurrence for each character’s name, shown in Figure 3.
We asked participants to select the visualization that they deemed most
likely to spark discussion. Each visualization was discussed by at least
two groups.

5.2 Results

We present the results of both post-surveys.

5.2.1 Data Meeting Background Survey Results

In our background survey, we asked the participants to report their ex-
periences with collaborative data meetings and note-taking. We discuss
the findings from this survey. The raw survey results are available in
supplemental materials.

Most participants (17/18) have experience with data analysis, of
which 13 reported having done so with visual aids. Six participants
claimed that they engage in meetings that are similar to our setting
(collaborative data meeting with visual aids) frequently at school or
during work.

When asked about their experiences with note-taking, the majority
(11/18) reported jotting down some key points from their meetings.
Three participants reported they do not take notes during meetings,
with two adding they do not have time during the meeting. Three
participants said they generate notes after meetings by watching video
recordings or just using their memory. Fourteen participants said they
use digital or physical writing tools (e.g., iPad, pen and paper) to take
notes. Eight participants use a text editor and keyboard input (e.g.,
Notepad and Visual Studio Code).

We then asked the participants how they incorporate visual data
into their notes. Eleven participants said they would put screenshots
in their notes. Nine participants said they would draw a sketch. Five
participants said they would write text description of the visual items.

Lastly, we asked participants to discuss the main challenge they face
in taking and using notes in meetings with data analysis. Eight partici-
pants (P3, P5, P7, P8, P9, P10, P12, P17) mentioned time constraints
and the fact that talking while writing can be distracting. Seven partici-
pants (P1, P4, P6, P9, P12, P13, P16, P18) wrote about the difficulty
of relating data (visualizations) with text. These responses validate the
motivation for our framework.



Fig. 7: Participant responses to scale-based survey questions. Most
participants preferred our interactive notes to video recordings and tran-
scripts and would use them again, despite mixed responses to the quality.

5.2.2 Interactive Notes Evaluation Survey Results
Figure 7 shows the results from our scale-based questions. We note that
most participants preferred the interactive notes over reviewing video
or the transcript alone and most would use a tool like our framework
for both reviewing during a multi-session project or documenting a
collaborative online meeting. Participants were more mixed on the
quality of the framework. We look at the open responses to better
interpret these results. The second author coded the open responses
and coalesced them into the insights below:

Participants noticed errors in both the transcript and meeting
minutes, but many considered both good enough despite these
errors. Ten participants (P2, P4-5, P7, P9-10, P14, P16-18) wrote
that there were errors in either the transcript, specifically incorrect or
dropped words, or the meeting minutes, specifically incorrect or missing
details. Four (P5, P10, P14, P18) also mentioned the notes were good
despite these errors. Three participants (P5, P7, P14) additionally noted
what they considered matching errors in the gesture correspondences.

Most participants found utility in the interactive documents, citing
reasons like the speed of reviewing the notes and labor saved dur-
ing meetings. Nine participants (P1-3, P5-6, P16-18) suggested the
interactive documents were better than video, with all but P17 alluding
to the fact that they could read and seek much faster than in video. P17
noted instead that the context is clearer through interactive documents:

The advantage of the tool is that it has annotated visualiza-
tions, which makes it a lot easier to get the context. I guess
you can still achieve that with a screen recording to some
extent but you may need to hit pause a couple of times. -P17

Eight participants (P1, P3, P6, P8, P13, P15-16, P18) picked out the
value of the meeting minutes as useful for situations where they did
not need specific details. Three participants (P1, P13, P18) specifically
mentioned the annotations.

Seven participants (P2-3, P5, P10, P13, P15, P17) mentioned the
framework is labor-saving: they did not have to take notes themselves
or summarize them after the fact. For some, this would allow them to
focus more on the meeting:

I do collaborative meetings and having this tool during my
discussion session would be helpful. It means I wouldn’t
have to concentrate about taking notes. Instead I can focus
fully on the discussion with my collaborators. -P13

Some participants noted video has advantages of higher accuracy
and the inclusion of human expressions. When comparing with
video, three participants (P4, P14, P18) noted the video would not
have errors. Two (P8, P16) suggested the video may contain precise

details the automated system might note capture. Two participants (P7,
P12) noted that video captured human cues from voice and expression
where text notes do not, suggesting these cues enhance understanding.
Additionally, P14 wrote they were used to searching videos from their
coursework and thus would prefer videos over transcripts.

Results Summary. Overall participants generally found utility in the
framework, with many wanting to use it again and noting its features
over other automatic methods such as video recordings and transcripts.
Views on transcription and subsequent summary quality were mixed,
which limited the utility of the framework.

5.3 Limitations
We did not pair participants based on their mutual familiarity. How-
ever, previous work in non-pointer-based settings has found that the
familiarity between two people can affect the referential gestures they
use [14]. People with greater familiarity may successfully communi-
cate using fewer gestures. Whether this holds true for online meetings
with pointer-based gestures remains to be investigated.

We chose to limit the evaluation sessions to collaborative pairs in-
stead of larger groups. While we did not expect this choice to have
an large effect on overall transcription quality or the kinds of gestures
used, we do not know the extent to which it may have affected utter-
ances, repetitions, or audio collisions and our framework’s subsequent
performance. Other studies are needed to further explore the use of
pointer-based gestures in remote synchronous multi-person meetings
around data.

The facilitator knew seven of the participants before they volunteered
as they work in the same building. Those participants may have been
more generous in their responses. Participants acquainted with the
facilitator rated an average quality of 4.43/4.14/4.43 (overall, summary,
transcript), in contrast to the total averages of 4.33/4.32/4.39.

6 PRELIMINARY TAXONOMY OF POINTER-BASED DEICTIC
(REFERENTIAL) GESTURES

In our participant studies, we observed that gestures using the laser
pointer and pencil were more expressive compared to those made with
the mouse pointer alone. Participants made a variety of deictic gestures
beyond just directing attention. We thus sought to better understand
the nuances of these behaviors to better recognize, process, potentially
decode, and design for these gestures in this and future tools.

The first author reviewed all study recordings to identify each gesture
and assess its intention. From this review, we found patterns in the types
of gestures used and their purpose. Such patterns underscore the com-
plexity and richness of non-verbal communication facilitated by digital
tools, thus providing a foundation for advancing our understanding of
non-verbal communication through digital media.

Following the previous efforts of categorizing hand gestures [27]
and the exploration of referential behavior in asynchronous communica-
tion [24], we describe the first preliminary taxonomy for referential ges-
tures based on simulated laser pointers. We classify the gestures based
on user intentions, emphasizing the critical notion that the significance
of these gestures is deeply rooted in the context of communication.

Our taxonomy categorizes the observed gestures into nine intentions,
each served by multiple gestures. Figure 8 lists these intentions and
the gestures observed. While each observed intention-gesture pair
is supported by numerous examples from our study, our dataset is
limited in scale and scope and thus this taxonomy should be considered
preliminary.It can be used to inform additional, more comprehensive
studies. In assembling this preliminary taxonomy, we observed:

i) Intentions can be served by multiple distinct gestures. In Figure 8,
we note that each intention, from A to I, can be served by multiple
different gestures. Besides personal preference, this appears to be
related to the type and attributes of the targeted object. For example,
when trying to direct attention, people tend to draw wavy lines under
text (A④), use Z/N shape scanning for large objects (A①), and employ
arrows to point to smaller objects (A②). This finding underscores
the inherent diversity and adaptability in non-verbal communication,
providing insights for understanding deictic behavior in visualization



Fig. 8: Our preliminary taxonomy derived from observations made during
our two studies. Letters A to I correspond to different intentions, with
each intention associated with multiple distinct gestures, denoted by ①-④.
Text descriptions of each gesture are in the key in the lower half.

context. It also suggests that intention might be derivable when taking
mark type and other visual features into account.

ii) Gestures often convey dual meanings. On one hand, they all
serve to direct attention, guiding the gaze of other participants. On
the other hand, many of them (all categories except A, which is just
“direct attention”) serve to convey their own specific meanings, such as
highlighting trends (B) or indicating intervals (G). This demonstrates
the rich expressiveness inherent in the deictic gestures.

iii) The meaning of referential gestures relies heavily on the ac-
companied verbal expression. From the table, it is evident that many
gestures employed to convey various intentions share fundamentally
similar forms, such as A③, B②, and C② all appearing in the form of a
small circle. This reveals another critical characteristic of referential
gestures: their meaning is contingent upon the accompanying verbal
expressions, underscoring the inseparable relationship between these
non-verbal cues and verbal expressions.

7 DISCUSSION AND FUTURE WORK

We proposed a new framework for capturing referential gestures to-
gether with utterances to document collaborative data meetings. To the
best of our knowledge, it is the first tool that tries to document meetings
following a deixis-centered approach. As shown in the evaluation, the
utility of the generated notes was recognized by most users. Compared
to traditional recording methods such as screen recording and audio
transcription, our approach was more preferred.

The interactive notes generated by our framework resemble the inter-
active documents discussed in Section 2.3. Our work differs from these
methods primarily because it does not seek automated extraction of
references, but instead capitalizes on natural human input—referential
gestures used in communication—to obtain the references between
texts and charts.

Our approach tends to result in fewer annotations than fully auto-
mated methods like ChartText [50], as gestures are not constantly used
with every verbal expression. In many scenarios, the speakers do not
need to use the laser pointer to direct people’s attention. For example,
they can just use the labeled names or colors to refer to a certain entity
and the audience will be able to quickly identify the referred target.
Speech without gestures frequently occur when the visualization is less
information-rich or when the cognition process is pre-attentive (such as
color pop-out).

We designed our system to only have annotations in deictic situations
to preserve the original modes of directing attention, such as when pure
verbal cues utilize salient labels or features alone.

However, this does not account for the impact of ambiguity in com-
munication. The lack of referential gestures could also be due to a high
degree of familiarity and common ground regarding the topic between
the two parties. For such cases, further investigation is needed.

Our work also has limitations. First, the quality of the reference
extraction step could be improved. It is limited by both the in-context
learning capabilities of the LLM and situations where a single utter-
ance can contain multiple potential objects that could be referenced by
gestures, making it difficult to determine the intended referent. Solving
this problem requires improved techniques to further extract informa-
tion from gestures and the visualization. The multimodal capabilities
of an LLM may potentially resolve this issue, but at present, such
improvements would require substantial computational resources. An
alternative approach would be to refine and extend the taxonomy we
have provided, thereby enabling further decoding of meaning. By com-
bining contextual information about the target visualization, such as
chart and mark types, with their accompanied utterances, we might bet-
ter infer the type of gesture, thus providing more reliable links. As such,
more data regarding pointer-based gestures in collaborative settings is
needed.

Another limitation is that our framework only considers a limited
set of visualization interactions that can serve as referential gestures.
We implemented a highlight interaction in our proof-of-concept demon-
stration, as such interactions are clearly analogous to other deictic
gestures. However, interactive visualizations in the wild typically in-
volve multiple different types of interactions. Some interactions, such
as highlighting and querying, do not alter the encoding method of
the visualization, while others may change the visualization entirely,
such as transitioning from a node-link diagram to an adjacency ma-
trix. This type of interaction is distinct from deixis and more akin to
image switching in static visualization discussions. Further study is
needed to understand the intersection of deixis and interactive visual
manipulations.

Our framework focuses on the automated documentation of collabo-
rative meetings around visualization. Compared to manual note-taking,
automated documentation allows participants to focus on the meeting
with fewer distractions, a point several participants brought up in our
evaluation. However, research has shown that structured note-taking
can benefit cognitive engagement in online classes [21]. Our design
goal was to aid more interactive settings where participants frequently
communicate and discuss with each other. The trade-offs in using such
an automated approach versus manual note-taking in a more one-way
setting such as online classes would require further investigation.
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