Impact of scene-specific enhancement spectra on matched filter greenhouse gas retrievals from imaging spectroscopy
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ABSTRACT

Matched filter techniques have been widely used for retrieval of greenhouse gas enhancements from imaging spectroscopy datasets. While multiple algorithmic techniques and refinements have been proposed, the greenhouse gas target spectrum used for concentration enhancement estimation has remained largely unaltered since the introduction of quantitative matched filter retrievals. The magnitude of retrieved methane and carbon dioxide enhancements, and thereby integrated mass enhancements (IME) and estimated flux of point-source emitters, is heavily dependent on this target spectrum. Current standard use of molecular absorption coefficients to create unit enhancement target spectra does not account for absorption by background concentrations of greenhouse gases, solar and sensor geometry, or atmospheric water vapor absorption. We introduce geometric and atmospheric parameters into the generation of scene-specific unit enhancement spectra to provide target spectra that are compatible with all greenhouse gas retrieval matched filter techniques. Specifically, we use radiative transfer modeling to model four parameters that are expected to change between scenes: solar zenith angle, column water vapor, ground elevation, and sensor altitude. These parameter values are well defined, with low variation within a single scene. A benchmark dataset consisting of ten AVIRIS-NG airborne imaging spectrometer scenes was used to compare IME retrieved using a matched filter algorithm. For methane plumes, IME resulting from use of standard, generic enhancement spectra varied from \(-22\) to \(+28.7\)% compared to scene-specific enhancement spectra. Due to differences in spectral shape between the generic and scene-specific enhancement spectra, differences in methane plume IME were linked to surface spectral characteristics in addition to geometric and atmospheric parameters. IME differences were much larger for carbon dioxide plumes, with generic enhancement spectra producing integrated mass enhancements \(-76.1\) to \(-48.1\)% compared to scene-specific enhancement spectra. Fluxes calculated from these integrated enhancements would vary by the same percentages, assuming equivalent wind conditions. Methane and carbon dioxide IME were most sensitive to changes in solar zenith angle and ground elevation. We introduce an interpolation approach that can efficiently generate scene-specific unit enhancement spectra for given sets of parameters. Scene-specific target spectra can improve confidence in greenhouse gas retrievals and flux estimates across collections of scenes with diverse geometric and atmospheric conditions.
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1. Introduction

Imaging spectrometer data with 5–10 nm spectral resolution have become widely used for greenhouse gas point-source detection and emissions quantification (Dennisson et al., 2013; Thompson et al., 2015b; Frankenberg et al., 2016; Thompson et al., 2016; Thorpe et al., 2017; Duren et al., 2019; Cusworth et al., 2021). Two types of algorithms have commonly been used to retrieve point source methane (CH₄) and carbon dioxide (CO₂) enhancements from imaging spectrometer data: matched filters and differential optical absorption spectroscopy (DOAS). DOAS retrievals are computationally intensive, and have focused on estimating CH₄ and CO₂ concentrations in small areas surrounding known point-source emitters (Thorpe et al., 2014; Frankenberg et al., 2016; Thorpe et al., 2017; Cusworth et al., 2019). Matched filters, in contrast, are applied to retrieve greenhouse gas enhancements over entire scenes and flight campaigns, regularly surpassing multiple terabytes of data, and used as a screening tool for tactical operations within a campaign (Thompson et al., 2015b; Frankenberg et al., 2016; Thompson et al., 2016; Ayasse et al., 2019; Duren et al., 2019; Foote et al., 2020; Thorpe et al., 2020). Matched filter data products have been utilized in subsequent analyses of CH₄ source distributions, including flux estimation and source attribution (Frankenberg et al., 2016; Duren et al., 2019). Refinements to matched filter methods have largely focused on improving computational efficiency and removing instrument effects (Manolakis et al., 2014; Thompson et al., 2015b; Foote et al., 2020). However, the accuracy of matched filter retrieval algorithms depends on the target spectrum that is used as a ‘search query’ to identify the signature of enhanced trace gas absorption in imaging spectrometer data.

For matched filter analysis, imaging spectrometer data are conventionally interpreted as a data cube in which two dimensions represent the spatial extent of the data, and the third dimension encodes the sensor-measured reflected solar radiance at varying wavelengths, i.e., a radiance spectrum. In its simplest form, the matched filter operates only on this spectral dimension, the values of which we denote in a data vector $\mathbf{x}$. For an individual radiance spectrum, the linearized matched filter takes the form

$$\alpha = \frac{(\mathbf{x} - \mu) \Sigma^{-1} \mathbf{t}}{\mathbf{t} \Sigma^{-1} \mathbf{t}}$$  \hspace{1cm} (1)

where $\mu$ is the mean radiance, and $\Sigma$ is the covariance of radiance within the dataset that whitens the data (Thelier et al., 2006; Thelier and Foy, 2006; Manolakis et al., 2009; Thelier, 2012). The target spectrum $\mathbf{t}$ determines the spectral features to which the matched filter is sensitive. For trace gas detection, the target spectrum is constructed to represent the characteristic absorption features for a molecular species. In quantitative retrievals, a unit enhancement spectrum represents a change in transmittance corresponding to a change in concentration, expressed as parts per million (ppm) of enhanced concentration over a pathlength in meters (m) (Thompson et al., 2015b). The resulting unit enhancement spectrum has units of (ppm $\cdot$ m)$^{-1}$. When multiplied by the mean radiance within an area, the resulting target spectrum has units of radiance per ppm-m (e.g., $\mu$W cm$^{-2}$ sr$^{-1}$ nm$^{-1}$ (ppm $\cdot$ m)$^{-1}$). Thus, attenuation is proportional to the background radiance, and changes the shape and magnitude of the target spectrum. Quantitative matched filter retrievals output an image containing trace gas concentration-path length enhancement, in ppm-m.

Previous applications of quantitative matched filter retrievals have primarily used a standard, generic unit enhancement spectrum for CH₄ (Thompson et al., 2015b; Frankenberg et al., 2016; Thompson et al., 2016; Krautwurst et al., 2017; Duren et al., 2019; Thorpe et al., 2020). This approach uses the absorption coefficients from the HITRAN molecular absorption database (Rothman et al., 2013) and a simple forward radiative transfer simulation based on a 1 m layer of CH₄ at standard temperature and pressure (Thompson et al., 2015b). Generic unit enhancement spectra based on this method will not account for absorption by the background concentration of trace gases, including ambient CH₄, CO₂, and water vapor. Both CH₄ and CO₂ absorption features in the shortwave infrared partially overlap with water vapor absorption. Background concentration is especially concerning for potential creation of a CO₂ unit enhancement spectrum, since CO₂ has a higher background concentration relative to CH₄. The generic unit enhancement spectrum method also assumes one-directional transmittance along a path, and does not correct for two-directional transmittance (e.g., downwelling and upwelling) or adjust for solar zenith angle. Considering a plume as layer of enhanced concentration, higher solar zenith angles will greatly increase pathlength, such that a point source plume in a high solar zenith angle imaging spectrometer scene will return higher retrieved enhancements (and result in a higher estimated flux rate) than the same point source plume in a low solar zenith angle scene, if a generic unit enhancement spectrum is used.

Calculating scene-specific unit enhancement spectra can account for background concentration of trace gases and geometric effects, thereby increasing the accuracy of both enhancement retrievals and flux estimation. In this paper, we introduce a simulation strategy to determine the scene-specific unit enhancement spectra of CH₄ and CO₂, based on five key parameters: background concentration, solar zenith angle, sensor altitude, ground elevation, and column water vapor. We then analyze the importance of scene-specific unit enhancement spectra through a comparison using a diverse benchmark dataset consisting of ten imaging spectrometer scenes containing CH₄ and CO₂ plumes. We present a method for portable generation of approximate unit enhancement spectra using a lookup table and interpolation, followed by determination of the error in this approximation. Finally, a sensitivity analysis determines the sensitivity of retrievals to four geometric and atmospheric parameters.

2. Methods

This section describes our approach for generating scene-specific unit enhancement spectra and analysis of the effects of this approach versus the previous generic unit enhancement spectrum approach. In section 2.1 we describe the selection of scenes used for analysis and the tabulation of associated metadata for the selected geometric and atmospheric parameters. Sections 2.2 and 2.3 then describe unit enhancement spectrum generation techniques from a generic library and by using our novel approach with scene-specific geometric and atmospheric parameters. The scene-specific method is made more portable with the interpolation approach described in section 2.4. Section 2.5 details the calculation of integrated mass enhancement used for comparison of unit enhancement spectrum techniques for CH₄ and CO₂ enhancement retrievals. Finally, section 2.6 outlines an experiment for approximating the sensitivity of LME calculations to each geometric/atmospheric parameter.

2.1. Benchmark dataset

A collection of Airborne Visible/Infrared Imaging Spectrometer Next Generation (AVIRIS-NG; Hamlin et al., 2011) scenes was selected for evaluating effects of unit enhancement spectra on CH₄ and CO₂ retrieval. AVIRIS-NG measures reflected solar radiance at approximately 5 nm spectral resolution from 360 nm to 2500 nm, producing 425 spectral bands. Mounted on an airborne platform, AVIRIS-NG flights are separated into scenes of near-linear flight path segments that observe tens to hundreds of square kilometers depending on aircraft altitude and flight segment length. AVIRIS-NG scenes selected for the benchmark dataset spanned 2015 to 2019, and are summarized in Table 1. Scenes were chosen to represent ranges in geometric and atmospheric parameters: solar zenith angle, sensor altitude, ground elevation, and column water vapor. Scenes were required to contain one or more CH₄ or CO₂ plumes to be
selected for the dataset. Solar zenith angle, sensor altitude, and ground elevation within each scene were calculated from per-pixel scene metadata. Column water vapor, representing vertically integrated ground-to-space water vapor expressed in units of cm of condensed water, was derived from the standard AVIRIS-NG three-phase water product. Column water vapor ranges from 0.8 cm to 5.5 cm across the selected scenes. Mean ground elevation represented within the selected scenes varies from 2.5 to 8.7 km. Mean sensor altitude (which, along with ground elevation, determines spatial resolution) varies from 2.5 to 8.7 km. For each scene, at-sensor radiance was simulated using MODTRAN6 (Berk et al., 2014). In contrast to the generic unit enhancement spectrum approach that uses a one-directional path, CH$_4$ or CO$_2$ was enhanced within a layer above the ground, and absorption and scattering were calculated on both the downwelling and upwelling paths. Background concentrations of CH$_4$ and CO$_2$ were set to 1.85 ppm and 410.0 ppm, respectively, and used to scale the entire column of each greenhouse gas. CH$_4$ and CO$_2$ enhancements were added to a uniform layer from 0 to 500 m above the ground. For example, a CH$_4$ enhancement of 1000 ppm-m would be simulated as a 2 ppm increase above background, with the concentration within the 500 m layer equaling 3.85 ppm. Solar zenith angle, ground elevation, sensor altitude, and day of year used in MODTRAN simulations were extracted from scene metadata, described in section 2.1. Simulations assumed a rural aerosol profile with 23 km visibility. The DISORT model was used for multiple scattering simulation. For benchmark scenes from the USA, a mid-latitude summer atmospheric model profile was assumed. For benchmark scenes from India, a tropical atmospheric model profile was assumed. Simulations were run at a spectral resolution of 0.1 cm$^{-1}$. At the minimum simulated wavelength of 1410 nm, this wavenumber resolution corresponds to a spectral wavelength resolution of approximately 0.02 nm. At the maximum simulated wavelength of 2520 nm, this wavenumber resolution corresponds to a spectral wavelength resolution of 0.06 nm. This spectral resolution is finer than is necessary to simulate AVIRIS-NG, differences between this approach and improved non-VOigt shapes available in HITRAN 2016 (Gordon et al., 2017) should be negligible.

### 2.2. Generic unit enhancement spectrum generation

Generic unit enhancement spectra were derived from the spectral signature of CH$_4$ or CO$_2$ absorption as described by Thompson et al. (2015b). Absorption coefficients from HITRAN 2012 with water vapor continuum model MT_CKD 2.5 were used as inputs to the Reference Forward Model (Mlawer et al., 2012; Rothman et al., 2013; Dudhia, 2017). A 1 m layer of 1 ppm of CH$_4$ or CO$_2$ at standard temperature and pressure was assumed, with one-directional transmittance through the enhancement. The high-resolution absorption coefficient spectrum, in units of (ppm-m)$^{-1}$, was convolved to AVIRIS-NG bands using calibration metadata for each scene. Convolution assumed that each band had Gaussian spectral response defined by calibrated band centers and widths. This generic unit enhancement spectrum generation approach used by previous CH$_4$ retrievals assumes Voigt line shapes for CH$_4$ and CO$_2$ absorption, although once convolved to the 5 nm spectral resolution of AVIRIS-NG, differences between this approach and improved non-Voigt shapes available in HITRAN 2016 (Gordon et al., 2017) should be negligible.

### 2.3. Scene-specific unit enhancement spectrum generation

For each scene, at-sensor radiance was simulated using MODTRAN6 (Berk et al., 2014). In contrast to the generic unit enhancement spectrum approach that uses a one-directional path, CH$_4$ or CO$_2$ was enhanced within a layer above the ground, and absorption and scattering were calculated on both the downwelling and upwelling paths. Background concentrations of CH$_4$ and CO$_2$ were set to 1.85 ppm and 410.0 ppm, respectively, and used to scale the entire column of each greenhouse gas. CH$_4$ and CO$_2$ enhancements were added to a uniform layer from 0 to 500 m above the ground. For example, a CH$_4$ enhancement of 1000 ppm-m would be simulated as a 2 ppm increase above background, with the concentration within the 500 m layer equaling 3.85 ppm. Solar zenith angle, ground elevation, sensor altitude, and day of year used in MODTRAN simulations were extracted from scene metadata, described in section 2.1. Simulations assumed a rural aerosol profile with 23 km visibility. The DISORT model was used for multiple scattering simulation. For benchmark scenes from the USA, a mid-latitude summer atmospheric model profile was assumed. For benchmark scenes from India, a tropical atmospheric model profile was assumed. Simulations were run at a spectral resolution of 0.1 cm$^{-1}$. At the minimum simulated wavelength of 1410 nm, this wavenumber resolution corresponds to a spectral wavelength resolution of approximately 0.02 nm. At the maximum simulated wavelength of 2520 nm, this wavenumber resolution corresponds to a spectral wavelength resolution of 0.06 nm. This spectral resolution is finer than is necessary to simulate AVIRIS-NG radiance spectra, but was used to be consistent with simulations described in section 2.4. A range of simulated concentration enhancements was required for each parameter set. CH$_4$ concentration enhancement above background level was simulated at 0 ppm-m and values doubling from 1000 ppm-m to 64,000 ppm-m (i.e., 0, 1000, 2000, 4000, 8000, etc.). CO$_2$ concentration enhancement above background was simulated at 0 ppm-m and values doubling from 20,000 ppm-m to
1,280,000 ppm·m. Surface reflectance was set at 100%, which removes dependence of the modeled radiance spectrum on surface reflectance such that extinction occurs only through atmospheric absorption and scattering. The at-sensor radiance from the MODTRAN simulations was convolved to AVIRIS-NG bands using the calibration information provided with flightline data. The unit enhancement value for each band was determined by the regression of the natural log of the band’s simulated radiance across the range of gas enhancements against the enhancement concentration-pathlength values. The slope of the regression line, which is the unit enhancement value of each band, has units of (ppm·m)$^{-1}$.

2.4. Portable spectrum generation technique

Full simulation of MODTRAN-based, scene-specific unit enhancement spectra requires high computational expense for each spectrum generated (see section 3.4 for quantitative discussion), as well as licensing for radiative transfer software. We introduce a lookup table and interpolation approach for generating unit enhancement spectra for a range of expected parameters. This lookup table effectively allows for amortizing the upfront computational expense of radiative transfer simulations across future unit enhancement spectrum queries, with a fixed overhead for storage of radiative transfer results.

Radiative transfer simulations using MODTRAN6 were performed at regular intervals on the five-dimensional grid of atmospheric and geometric parameters. We selected the discretization level for parameters within the generated lookup table to capture the trends and bounds expected for each parameter. Specifically, solar zenith angle was sampled at 5-degree increments between 0 degrees and 80 degrees. Ground altitude was sampled at 0 km, 0.5 km, 1 km, 2 km, and 3 km. Sensor altitude was sampled at 1 km, 2 km, 4 km, 10 km, 20 km, and 120 km. The top of the highest atmospheric layer modeled in MODTRAN is 120 km, and this equivalent sensor altitude setting should accommodate future satellite observations. Column water vapor was sampled at 1 cm increments between 0 cm and 6 cm. Separate lookup tables were generated for CH4 and CO2. Background and enhancement concentrations of CH4 and CO2 matched those used in the direct simulation experiments of section 2.3. A mid-latitude summer atmosphere was assumed for all radiative transfer simulations that form the lookup tables, and DISORT multiple scattering was used. Simulations were run at a spectral resolution of 0.1 cm$^{-1}$ to allow for convolution to hypothetical instruments with finer spectral resolutions than AVIRIS-NG. The resulting sampling grid for the lookup table included 28,560 sample spectra for each gas.

To produce a unit enhancement spectrum, we linearly interpolated values from the lookup table at the coordinates of desired atmospheric and geometric parameters. Linear interpolation between the discrete parameter samples provided approximation of the radiative transfer result at each wavelength. Interpolated unit enhancement spectra were created for each of the benchmark dataset scenes. Our interpolation code bound parameter values to within the sample limits to prevent extrapolation with one exception: sensor altitudes beyond 120 km are allowable but assumed to be equivalent to 120 km. Using interpolated radiance spectra, a unit enhancement spectrum was derived following the same process for convolution to the calibrated instrument band-response function and regression as in section 2.3.

2.5. Gas enhancement retrieval and integrated mass enhancement

Concentration-pathlength enhancements were retrieved from AVIRIS-NG radiance data using the sparse matched filter with albedo correction described by Foote et al. (2020) that optimizes for the rarity of enhancement and corrects for varying surface albedo.$^2$ The optimization within the sparse matched filter retrieval method reflects the expectation that CH4 or CO2 enhancements are a rare occurrence within a scene by using the $\ell_1$ sparsity prior. The matched filter was applied to each benchmark dataset scene using the generic, scene-specific, and interpolated unit enhancement spectra. Bands with wavelengths from 2122 to 2488 nm were used for CH4 retrievals, and from 1928 to 2200 nm for CO2 retrievals.

CH4 and CO2 plumes were selected in each scene, with a wide range in point-source emitter strength and plume dimensions across the dataset. The integrated mass enhancement (IME) of each plume was used as the basis for comparison between scene-specific and generic unit enhancement spectra, and between scene-specific and interpolated unit enhancement spectra. IME was calculated using the manually selected plume extent. This plume segmentation included pixels considered to be within both the generic and scene-specific retrieval images; thus, any differences in plume extent were not reflected in analyses. The pixel-wise retrieved concentration-pathlength was converted to the associated mass of the selected gas using the image resolution and molecular weight of the selected gas (Thompson et al., 2016). The per-pixel mass was then accumulated among all pixels within the plume area, which remained constant across retrievals, to produce the IME value according to the equation

$$\text{IME} = \sum_{i \in [0, N]} \alpha_i,$$

where $i \in [0, N]$ are the pixels selected through manual plume segmentation, $s$ is the surface area of a pixel, and $\alpha_i$ is the concentration-pathlength enhancement within each pixel. The constant $k$ represents the conversion factor from concentration-pathlength (in ppm·m) to mass of the target gas (typically in kilograms); we derive it as the molecular mass of the gas divided by the volume of one mole of an ideal gas at standard temperature and pressure with appropriate unit conversions.

For example, for CH4, $k = \frac{16.043 \text{g} \cdot \text{mol}^{-1}}{0.0224 \text{m}^3 / \text{mol} \times 10^9 \text{ppm}} = 0.716 \times 10^{-6}$ g/ppm·m. For CO2 retrievals, the molecular mass is replaced with 44.009 g/mol; otherwise the equation remains the same.

The next step in flux estimation is to multiply IME by wind speed and divide by plume length,

$$Q = \text{IME} \frac{U}{l},$$

where $Q$ is flux, $U$ is wind speed, and $l$ is plume length (Frankenberg et al., 2016). Percent difference in IME will indicate percent difference in $Q$ if wind speed and plume length are assumed to not change between generic spectrum and scene-specific spectrum retrievals.

The pixelwise retrievals were calculated for the three power plant CO2 plumes that had corresponding hourly regulatory emissions monitoring data (U.S. EPA, 2020). These three plumes were acquired in northwestern New Mexico, USA, with one 2015 scene containing two plumes and one 2019 scene containing a single plume (Table 1). CO2 plumes from scenes ang20130415t045439 and ang20191004t221515 were excluded from flux comparison due to the lack of available regulatory emissions data or insufficient information to confidently assign the observed plumes to the recorded emissions data from individual generating units. To estimate flux and account for uncertainty due to wind speed, 10 m wind speed observations from Four Corners Regional Airport were used (Horel et al., 2002). This station is approximately 20–23 km from the imaged plumes. Mean and standard deviation of observations within ±2 h of the AVIRIS-NG flightline were calculated. In 2019, wind speed was reported at a 5-min interval; however, in 2015, only three wind speed observations were reported within ±2 h of scene acquisition. Uncertainty of flux estimates was derived from the standard deviation in wind speed and did not consider variation in assessed plume length or IME.

$^2$ Implementation available: https://github.com/markusfoote/mag1c
2.6. Parameter sensitivity

For each scene and greenhouse gas, eight additional retrievals were performed with interpolated unit enhancement spectra that perturbed individual parameters to their extrema within the benchmark dataset (i.e., minimum and maximum for solar zenith angle, ground elevation, sensor altitude, and column water vapor). One parameter was varied while the remaining three parameters were fixed at their scene-specific values. IME calculations were performed on these retrievals with the same plume segmentation masks and protocol as described in section 2.5. The varied parameter was used to calculate percent change in IME (relative to the same plume with 'correct' scene-specific values) with change in that parameter for each plume. Sensitivity to each parameter was determined for nineteen CH\textsubscript{4} plumes and seven CO\textsubscript{2} plumes.

3. Results

Results from unit enhancement spectra generation are described in section 3.1, followed by the application of these unit enhancement spectra to concentration-pathlength retrievals in section 3.2, including analysis of the effect of the unit enhancement spectra on IME. Section 3.3 extends IME measurements to flux approximations for three power plant CO\textsubscript{2} plumes and compares the flux approximations to reported values. Section 3.4 describes the errors that are introduced by using a lookup table approximation for portable scene-specific unit enhancement spectrum generation. Finally, section 3.5 outlines the relative importance of each parameter for accurate IME calculation.

3.1. Unit enhancement spectra generation

Using the geometric and atmospheric parameters from the benchmark dataset, scene-specific unit enhancement spectra were generated for CH\textsubscript{4} and CO\textsubscript{2}. These spectra are compared to generic unit enhancement spectra in Fig. 1. The generic unit enhancement spectra for both CH\textsubscript{4} and CO\textsubscript{2} differed only in the convolution to sensor bands resulting from variations in instrument calibration; thus, these spectra appeared as one (slightly bolder) line for both CH\textsubscript{4} and CO\textsubscript{2}. Unit enhancement spectra from the scene-specific generation technique showed much greater variance due to differences in geometric and atmospheric parameters between scenes. The gray lookup table envelope, which represents a wider range in geometric and atmospheric parameters, creates a region that contains all scene-specific unit enhancement spectra within allowable parameter ranges.

For CH\textsubscript{4}, the magnitudes of the generic and scene-specific unit enhancement spectra appear similar (Fig. 1a). One-way transmittance used by the generic unit enhancement spectrum generation technique should result in underestimation of the magnitude of the enhancement spectrum relative to two-way transmittance through a uniform layer, whereas not including the atmospheric background concentration of CH\textsubscript{4} should result in overestimation of the magnitude of the enhancement spectrum. These two effects largely cancel out for CH\textsubscript{4}, particularly for low pathlength conditions (small solar zenith angle and low sensor altitude). For example, the spectrum for scene ang20150420t181345 is closest to the generic unit enhancement spectrum – in Fig. 1a it is annotated with a green dashed highlight. This scene had a relatively low solar zenith angle, but had the highest ground elevation and smallest difference between ground elevation and sensor altitude (Table 1), resulting in shorter pathlengths. Longer pathlengths produced by high solar zenith angles, high sensor altitudes, and low ground elevations produce higher magnitude scene-specific enhancement spectra, which will produce lower retrieved concentration-pathlengths versus the generic CH\textsubscript{4} unit enhancement spectrum. The largest magnitude scene-specific CH\textsubscript{4} unit enhancement spectrum occurs at a large solar zenith angle, as indicated by the label with a 66° solar zenith angle for scene ang20191023t151141 in Fig. 1a.

The combined effects of atmospheric water vapor absorption, pathlength, and background CH\textsubscript{4} resulted in important differences in shape between the generic CH\textsubscript{4} unit enhancement spectrum and the scene-specific spectra. The generic spectrum has its maximum magnitude at an absorption coefficient peak near 2370 nm. Scene-specific spectra have lower magnitudes at this wavelength (Fig. 1a). When water vapor was omitted from simulations, peak magnitude still occurred near 2370 nm for all solar zenith angles less than 30°. At larger solar zenith angles, change in radiance at 2370 nm was reduced due to absorption being closer to saturation, resulting in mixture of peak magnitudes (either 2345 nm or 2370 nm) up to a solar zenith angle of 65°, with longer pathlengths shifting peak magnitude to the shorter wavelength. Above 65°, all dry atmosphere simulations peaked near 2345 nm. Once water vapor was added to scene-specific simulations, all had lower magnitudes at 2370 nm due to stronger water vapor absorption in this portion of the

![Fig. 1. Unit enhancement spectra for the collection of ten scenes in the benchmark dataset, showing spectra for (a) methane and (b) carbon dioxide. Generic unit enhancement spectra are shown in red. Results from the scene-specific method (blue) are more varied, as they take into account geometric and atmospheric parameters. These specific spectra lines are discussed in section 3.1. The 66° and 67.5° labels indicate scenes with the largest solar zenith angles. The gray shaded regions represent the range of results from the portable unit enhancement generation method using a lookup table, discussed in section 3.4. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
CH$_4$ absorption spectrum. Although most of the scene-specific spectra have peak magnitudes near 2345 nm or 2350 nm, the combination of geometric and atmospheric parameters for scene ang20150420t181345 produces a scene-specific unit enhancement spectrum that peaks at near 2320 nm (green dashed line in Fig. 1a).

Unit enhancement values for CO$_2$ were much lower than those for CH$_4$, due to relatively weaker absorption by CO$_2$. Scene-specific unit enhancement spectra for CO$_2$ all had a lower magnitude than the generic unit enhancement spectrum (Fig. 1b). This result indicates that the relatively high background concentration of CO$_2$ in the atmosphere is dominant over the effect of one-way transmittance simulated by the generic unit enhancement spectrum, producing a reduced magnitude of absorption in the scene-specific spectra. As with CH$_4$, scenes with the largest solar zenith angles had the largest magnitude CO$_2$ unit enhancement spectra, as indicated by the labeled 67.5° solar zenith angle representing scene ang20191004t221515 in Fig. 1b. The CO$_2$ unit enhancement spectra also show subtle differences in shape due to differences in background water vapor absorption. The generic spectrum peaks near 2005 nm, but the spectrum for ang20191004t221515 peaks at a slightly longer wavelength near 2015 nm due to higher water vapor and solar zenith angle.

Taken collectively, the generic approach to modeling unit enhancement spectra would seem to slightly overestimate CH$_4$ concentration-pathlength, on average, due to a lower magnitude enhancement spectra relative to many scene-specific unit enhancement spectra. However, this effect is complicated by the pronounced differences in spectral shape between CH$_4$ generic and scene-specific spectra, with the generic spectrum more weighted toward longer wavelengths and the scene-specific spectra more weighted toward shorter wavelengths due to water vapor absorption and pathlength effects. In contrast, the generic approach to modeling unit enhancement spectra should greatly underestimate CO$_2$ concentration-pathlength due to a much higher magnitude absorption relative to scene-specific unit enhancement spectra. The differences in the magnitudes of generic and scene-specific CO$_2$ spectra would appear to be much more important than the more subtle differences in spectral shape.

3.2. Enhancement retrievals and IME

We performed gas concentration-pathlength retrievals for all the benchmark scenes using generic and scene-specific unit enhancement spectra in the sparse matched filter algorithm described by Foote et al. (2020). Fig. 2a shows a representative retrieval for CH$_4$ over natural gas infrastructure in scene ang20170906t210217. The retrieval that used the scene-specific unit enhancement spectrum, displayed in the top pane, generally provided higher enhancement values than the retrieval that used the generic unit enhancement spectrum, shown in the middle pane. The difference in enhancement values was calculated for each pixel individually, and is shown in the bottom pane of Fig. 2a. This per-pixel difference is displayed as a percentage relative to the scene-specific retrieval value, which is generally higher; thus, these percentages are lower than if calculated as the change with respect to the generic retrieval value.

A representative sparse matched filter retrieval for a power plant CO$_2$ plume from scene ang20190621t200919 is shown in Fig. 2b. The enhancement retrievals using scene-specific and generic unit enhancement spectra in the top and middle panes, respectively, show a stark difference in the enhancements. The bottom pane indicates per-pixel differences of greater than 60% lower for the generic enhancement retrieval. Phrased differently, retrievals that used the generic unit enhancement spectra captured less than 40% of the CO$_2$ enhancement that was observed with a scene-specific unit enhancement spectrum. These changes were more quantitatively measured using the IME values for plumes in each scene.

IME values resulting from retrievals using generic and scene-specific unit enhancement spectra are provided in Table 2. Percent change was calculated relative to the scene-specific IME value. The third plume within ang20160221t075004 had the largest CH$_4$ IME increase from scene-specific to generic retrieval, with a generic spectrum IME 28.7% higher than the scene-specific retrieval IME. The CH$_4$ IME from the generic retrieval of the fourth plume in ang20170906t210217 had the largest decrease of 22.0% from the scene-specific to the generic IME. Other plumes in this scene also produced lower generic IME, ranging from an 8.7% to 17.6% decrease from scene-specific IME. Across all CH$_4$ plumes, the generic spectrum produced IMEs that averaged 2.3% lower than the scene-specific spectrum. Smaller plumes tended to have larger reductions in IME; in the 12 CH$_4$ plumes with IME less than 50 kg, the IME from generic spectrum retrieval averaged 5.2% lower than the scene-specific spectrum. The varying increase and decrease of CH$_4$ IME across scenes reflects the influence of the geometric and atmospheric input parameters.

Within-scene differences in IME between scene-specific and generic enhancement spectra are associated with plumes that are located over different background surfaces. Since the scene-specific enhancement spectra have subtle differences in shape compared to the generic enhancement spectra, background spectral features, and particularly shortwave infrared absorption features, can have substantial impacts on IME. Fig. 3 includes two example reflectance spectra of pixels within the 2nd and 3rd plumes in scene ang20160221t075004, with respective IME changes of –6.3% and 28.7%. The orange Plume 3 reflectance spectrum demonstrates evidence of calcium carbonate absorption in the shortwave infrared, whereas the blue Plume 2 reflectance spectrum shows no such absorption. The generic and scene-specific spectra impart different sensitivities to surface reflectance, in part due to the weighting toward shorter wavelengths in the scene-specific spectra from water vapor absorption and pathlength effects. These differing sensitivities become more pronounced with distinct surface reflectance features in the shortwave infrared. Ayasse et al. (2018) noted that calcium carbonate is an important “confuser” background spectrum with the potential to produce large errors in methane retrievals.

The IME results for CO$_2$ were consistently higher for enhancement retrievals that used scene-specific unit enhancement spectra, regardless of the matched filter method. The generic unit enhancement spectrum retrievals contained 48.1–76.1% less CO$_2$ mass enhancement, which was a direct result of scene-specific unit enhancement spectra that are of a similarly lower magnitude, as observed in Fig. 1b. CO$_2$ plume IME values from the generic unit enhancement spectrum were approximately half those from the scene-specific spectrum for scene ang20191004t221515, which had a large zenith angle of 67.5°. In scenes with smaller solar zenith angles, plume IMEs for generic enhancement spectra were less than a third of those from scene-specific unit enhancement spectra. These results demonstrate the importance of both the background concentration of CO$_2$ and pathlength due to solar zenith angle.

3.3. CO$_2$ flux estimates

The large changes in CO$_2$ IME between generic and scene-specific spectra raise the question of which spectra would provide more accurate emission fluxes. Comparing CO$_2$ flux estimated from three power plant plumes to EPA emissions data revealed that flux estimates based on scene-specific spectra were much closer to reported values than those based on generic spectra (Table 3). EPA flux values represent the emissions reported for the same hour as the AVIRIS-NG flight and do not indicate flux variation within that hour. For two of the three plumes, the scene-specific spectra underestimated reported flux with a difference of more than one standard deviation. For one plume, the scene-specific spectrum overestimated reported flux but was within the one standard deviation estimate. In contrast, flux estimates based on generic spectra underestimate flux by a factor of 2.4× to 6.0×. Regulatory reported flux values were within the 95% confidence interval for all of the flux estimates derived from scene-specific unit enhancement spectra, but were not within any of the 95% confidence intervals from generic spectra.
3.4. Unit enhancement spectrum interpolation

Simulation of two lookup tables for CH$_4$ and CO$_2$ at 0.1 cm$^{-1}$ resolution generated approximately 7 GB of radiance data for each gas, as described by the simulation strategy in section 2.4. Across all plumes in the benchmark dataset, root mean square IME error was 0.50% for the interpolated CH$_4$ unit enhancement spectra and 0.72% for the interpolated CO$_2$ unit enhancement spectra. The latter was heavily influenced by a 1.9% difference for a CO$_2$ plume in scene ang20180415t045439. This scene was simulated with a tropical atmospheric model for the scene-specific unit enhancement spectrum; however, the lookup table (and the resulting interpolated spectrum) used a mid-latitude summer atmospheric model. A special re-simulation of the appropriate parameters but replacing the assumed tropical model with a mid-latitude summer model reduced the error in interpolation to 0.15%.

Using a set of validation radiative transfer simulations set at half-increments of the sampled grid points of the lookup table, we calculated the error in unit enhancement spectrum generation for a wide set of geometric and atmospheric parameters. We expected the half-increment positions to produce interpolated spectra with maximal error, as the linear approximation of a smooth function will deviate the most halfway between samples. For each parameter value, distributions of the root mean squared error between the interpolated and directly simulated unit enhancement spectra are shown in Fig. 4. Each distribution includes the population of interpolated spectra with the chosen value of validation parameter on the associated axis and all validation values for other parameters. Outliers at each validation value represent

---

Fig. 2. Concentration-pathlength enhancement retrievals with the scene-specific (top) and generic (middle) unit enhancement spectra for two scenes from the benchmark dataset. The top two panes in each column have a common colormap for qualitative comparison for each scene. The basemap data are AVIRIS-NG true color bands. White artifacts at the edges of the images are edges of the scene data. The bottom panes show a pixel-wise calculated difference percentage. Pixels with a higher concentration-pathlength value in the scene-specific method are highlighted in red shades, whereas pixels with lower concentration-pathlength value in the scene-specific retrieval are highlighted in blue shades. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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(a) CH$_4$ enhancement retrievals for ang20170906t210217. (b) CO$_2$ enhancement retrievals for ang20190621t200919.

---
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the higher RMSE values from a few samples with other parameter values that are associated with higher error. The magnitudes of RMSE differed between CH₄ and CO₂, which follows from the overall magnitude of CH₄ unit enhancement spectra being about 10× greater than CO₂ (see Fig. 1).

In the worst case, the root mean squared error was around 0.01 (ppm-m)⁻¹ for CH₄ and 0.0005 (ppm-m)⁻¹ for CO₂. However, trends of RMSE were similar for CH₄ and CO₂. First, the error was greatest at large zenith angles. At these large angles, the path length changes most rapidly for a unit angular shift. Second, the error was higher at the lowest column water vapor test point value, 0.5 cm. In this regime of low column water vapor, the change in radiance from exponential Beer-Lambert absorption is greatest.

Collectively, the lookup table and interpolation approach closely approximates the unit enhancement spectrum from exact parameter simulations for the scenes in the benchmark dataset. As linear interpolation requires access only to the bounding data points, interpolation need not access the full radiance lookup table. Our implementation uses this fact to avoid overhead cost when approximating the unit enhancement spectra at arbitrary atmospheric parameters. Despite the total computational cost between exact simulation of parameters and approximation with the lookup table, we generated unit enhancement spectra at arbitrary atmospheric parameters. Despite the total computational cost, the MODTRAN simulations were performed at 1 cm⁻¹ and 10 virtual workstation with 8 vCPU cores at 2.6 GHz and 64 GB of system memory. The MODTRAN simulations were performed at 1 cm⁻¹ (10 times more coarse than the lookup table), which provides sufficient resolution for simulating AVIRIS-NG data but speeds up radiative transfer simulation. These MODTRAN simulations ran for 230.22 s. The MODTRAN simulations ran for 230.22 s.

### Table 2

<table>
<thead>
<tr>
<th>Scene</th>
<th>Gas</th>
<th>Plume length (m)</th>
<th>Plume area (m²)</th>
<th>Scene-specific IME (kg)</th>
<th>Generic IME (kg)</th>
<th>Change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ang20150420t181345</td>
<td>CH₄</td>
<td>502</td>
<td>36,000</td>
<td>69.3</td>
<td>62.4</td>
<td>−9.9</td>
</tr>
<tr>
<td>ang20160211t075004</td>
<td>CH₄</td>
<td>259</td>
<td>14,700</td>
<td>4.33</td>
<td>4.54</td>
<td>4.8</td>
</tr>
<tr>
<td>ang20160211t075004</td>
<td>CH₄</td>
<td>256</td>
<td>27,400</td>
<td>14.5</td>
<td>13.6</td>
<td>−6.3</td>
</tr>
<tr>
<td>ang20160211t075004</td>
<td>CH₄</td>
<td>1510</td>
<td>324,000</td>
<td>129</td>
<td>165</td>
<td>28.7</td>
</tr>
<tr>
<td>ang20160211t075004</td>
<td>CH₄</td>
<td>235</td>
<td>12,900</td>
<td>11.0</td>
<td>11.4</td>
<td>3.1</td>
</tr>
<tr>
<td>ang20170616t212046</td>
<td>CH₄</td>
<td>110</td>
<td>2280</td>
<td>1.89</td>
<td>2.07</td>
<td>9.7</td>
</tr>
<tr>
<td>ang20170616t212046</td>
<td>CH₄</td>
<td>547</td>
<td>47,900</td>
<td>25.9</td>
<td>23.2</td>
<td>−10.4</td>
</tr>
<tr>
<td>ang20170616t212046</td>
<td>CH₄</td>
<td>122</td>
<td>2750</td>
<td>2.25</td>
<td>2.06</td>
<td>−8.3</td>
</tr>
<tr>
<td>ang20170618t193955</td>
<td>CH₄</td>
<td>231</td>
<td>12,900</td>
<td>6.49</td>
<td>6.73</td>
<td>3.7</td>
</tr>
<tr>
<td>ang20170906t210217</td>
<td>CH₄</td>
<td>147</td>
<td>7870</td>
<td>3.18</td>
<td>2.90</td>
<td>−8.7</td>
</tr>
<tr>
<td>ang20170906t210217</td>
<td>CH₄</td>
<td>159</td>
<td>4580</td>
<td>2.13</td>
<td>1.75</td>
<td>−17.6</td>
</tr>
<tr>
<td>ang20170906t210217</td>
<td>CH₄</td>
<td>632</td>
<td>59,300</td>
<td>44.7</td>
<td>38.6</td>
<td>−13.6</td>
</tr>
<tr>
<td>ang20170906t210217</td>
<td>CH₄</td>
<td>73.7</td>
<td>781</td>
<td>0.323</td>
<td>0.252</td>
<td>−22.0</td>
</tr>
<tr>
<td>ang20180927t195028</td>
<td>CH₄</td>
<td>1540</td>
<td>471,000</td>
<td>159</td>
<td>163</td>
<td>2.4</td>
</tr>
<tr>
<td>ang20180927t195028</td>
<td>CH₄</td>
<td>207</td>
<td>9870</td>
<td>4.53</td>
<td>4.66</td>
<td>2.9</td>
</tr>
<tr>
<td>ang20191023t151141</td>
<td>CH₄</td>
<td>456</td>
<td>75,600</td>
<td>58.6</td>
<td>54.8</td>
<td>−6.4</td>
</tr>
<tr>
<td>ang20191023t151141</td>
<td>CH₄</td>
<td>978</td>
<td>329,000</td>
<td>223</td>
<td>228</td>
<td>2.1</td>
</tr>
<tr>
<td>ang20191023t151141</td>
<td>CH₄</td>
<td>1990</td>
<td>582,000</td>
<td>290</td>
<td>272</td>
<td>−6.1</td>
</tr>
<tr>
<td>ang20191023t151141</td>
<td>CH₄</td>
<td>703</td>
<td>131,000</td>
<td>133</td>
<td>145</td>
<td>8.5</td>
</tr>
<tr>
<td>ang20150420t181345</td>
<td>CO₂</td>
<td>243</td>
<td>14,600</td>
<td>2530</td>
<td>645</td>
<td>−74.5</td>
</tr>
<tr>
<td>ang20150420t181345</td>
<td>CO₂</td>
<td>791</td>
<td>143,000</td>
<td>26,000</td>
<td>7040</td>
<td>−72.9</td>
</tr>
<tr>
<td>ang20160410t045439</td>
<td>CO₂</td>
<td>959</td>
<td>213,000</td>
<td>20,800</td>
<td>6470</td>
<td>−69.0</td>
</tr>
<tr>
<td>ang20160410t045439</td>
<td>CO₂</td>
<td>1150</td>
<td>211,000</td>
<td>40,900</td>
<td>9780</td>
<td>−76.1</td>
</tr>
<tr>
<td>ang20191004t223151</td>
<td>CO₂</td>
<td>161</td>
<td>12,100</td>
<td>3240</td>
<td>1560</td>
<td>−51.7</td>
</tr>
<tr>
<td>ang20191004t223151</td>
<td>CO₂</td>
<td>230</td>
<td>13,300</td>
<td>2410</td>
<td>1250</td>
<td>−48.1</td>
</tr>
<tr>
<td>ang20191004t223151</td>
<td>CO₂</td>
<td>403</td>
<td>26,700</td>
<td>4170</td>
<td>1910</td>
<td>−54.3</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Scene</th>
<th>Wind speed (m/s) (mean ± s.d.)</th>
<th>Flux (kg/h)</th>
<th>Scene-specific IME (kg)</th>
<th>Generic IME (kg)</th>
<th>Reported IME (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ang20150420t181345</td>
<td>3.94 ± 1.94</td>
<td>48,000</td>
<td>37,700 ± 227,000</td>
<td>37,700 ± 227,000</td>
<td></td>
</tr>
<tr>
<td>ang20150420t181345</td>
<td>3.94 ± 1.94</td>
<td>466,000</td>
<td>126,000 ± 301,000</td>
<td>126,000 ± 301,000</td>
<td></td>
</tr>
<tr>
<td>ang20190621t200919</td>
<td>6.64 ± 2.48</td>
<td>847,000</td>
<td>202,000 ± 1,190,000</td>
<td>202,000 ± 1,190,000</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Example soil reflectance spectra for selected pixels from the second and third plumes within scene ang20160211t075004. The third plume includes substantial regions over a landfill with surface reflectance features that affected matched filter retrieval. Absorption from approximately 2200–2400 nm in the spectrum from the third plume is similar to calcium carbonate absorption.
corresponding interpolation routine ran for 5.82 s. This 40× speed-up of unit enhancement spectrum generation avoids spectrum generation being the rate-limiting process when performing matched filter processing of a scene, as compared with matched filter processing times reported by Foote et al. (2020) that average to 96 s per scene over a different dataset of 300 scenes. The storage trade-off for this interpolation method, near 7 GB per gas species, is reasonable compared to the storage required for imaging spectrometer scenes from AVIRIS-NG, which typically range from 5 to 30 GB.

3.5. Parameter sensitivity

Additional gas retrievals and IME calculations using interpolated unit enhancement spectra for parameter value extrema produced the populations of IME changes depicted in Fig. 5. IME appears to have low sensitivity to solar zenith angle (Fig. 5a), with changes of less than 1.5% IME per 1° change in zenith angle. However, 1° represents a very small increment in solar zenith angle, considering the over 50° range in zenith angles present within the benchmark dataset (Table 1). Sensitivity of IME to change in solar zenith angle was especially high at large zenith angles, due to increases in downwelling pathlength approximated by secant of the zenith angle. IME sensitivity to ground elevation was also relatively high, with a 1 km change in ground elevation producing an 8.9–13.1% difference in IME (Fig. 5b). Sensitivities of IME to both ground elevation and sensor altitude (Fig. 5d) were higher for CO₂, likely due to the impact of the high background concentration of CO₂ relative to CH₄. IME was less sensitive to changes in water vapor (Fig. 5c) and sensor altitude (Fig. 5d). IME sensitivity to water vapor was highest for CH₄ at very low column water vapor values. Water vapor absorption was demonstrated to have an important impact on CH₄ unit enhancement spectrum shape, and low column water vapor will produce larger changes in absorption based on exponential Beer-Lambert absorption. Sensitivity to sensor altitude was relatively low (particularly for CH₄) within the range of altitudes in the benchmark dataset.

4. Discussion

Generic enhancement spectra have been extensively used for CH₄ retrievals, including for studies quantifying emissions flux (Thompson et al., 2015b; Frankenberg et al., 2016; Thompson et al., 2016; Krautwurst et al., 2017; Duren et al., 2019; Thorpe et al., 2020). Due to the balance between relatively weak background CH₄ absorption and accounting for two-directional transmittance, errors due to use of a generic enhancement spectrum for CH₄ were not uniformly positive or negative and vary by scene and by background surface reflectance. Although average CH₄ IME error due to the generic unit enhancement spectrum was low, the error for individual plumes may rival the uncertainties introduced by wind speed and mass integration for some plumes. Duren et al. (2019) calculated a 29% mean uncertainty due to mass integration and a 22% mean uncertainty due to wind speed across hundreds of CH₄ plumes in California. Use of scene-specific CH₄ enhancement spectra should help reduce overall error in flux estimates, although the assumption of representing enhancements as a uniform layer does need to be validated. The generic unit enhancement spectrum approach will be least accurate for scenes with longer pathlengths, so geometric and atmospheric effects should be accounted for when working with scenes with high solar zenith angles and large ground-to-sensor distances (including satellite data).

Not accounting for relatively high background levels of CO₂ causes the generic CO₂ unit enhancement spectrum to have a much higher

Fig. 4. Root mean square error (RMSE) at validation parameter values, which are midpoints between lookup table sample values, are shown as distributions in violin plots. Each violin represents the distribution of RMSE for the population of spectra with the associated validation parameter value. Traditional box plots are inset within each violin, with a white marker for the mean value. The error drops to zero at lookup table sampled parameter values (not shown).

Fig. 5. Sensitivity of CH₄ and CO₂ IMEs to scene-specific unit enhancement spectrum parameters. Each point represents a single plume from the benchmark dataset.
magnitude than spectra simulated using radiative transfer modeling. As a consequence, CO₂ IME and flux will be greatly underestimated using a generic spectrum. Studies to date that have utilized generic enhancement spectra have only considered CH₄, but given our findings, generic enhancement spectra generated using the Thompson et al. (2016) approach should not be used for CO₂ retrievals.

Column water vapor had an important impact on the shape of scene-specific unit enhancement spectra. Both CH₄ and CO₂ overlap with water vapor absorption in the shortwave infrared. Inclusion of water vapor absorption changed the spectral shape of enhancement spectra in comparison to the generic spectra, resulting in reduced magnitude at long wavelengths on the CH₄ continuum and at short wavelengths on the CO₂ continuum. Since imaging spectroscopy can provide estimates of column water vapor in addition to CH₄ and CO₂ retrievals (Thompson et al., 2015a), scene-specific or even intrascene corrections for water vapor absorption should be readily achievable. The combined effects of water vapor, pathlength, and background CH₄ absorption resulted in changes in scene-specific unit enhancement spectrum shape that could not be easily accounted for without radiative transfer modeling.

This analysis did not examine impacts of varying aerosol optical depth, atmospheric model, and view zenith angle on unit enhancement spectrum modeling. Initial empirical analysis has shown that these parameters produced much lower impacts on CH₄ and CO₂ enhancement spectra than the solar zenith angle, ground elevation, sensor altitude, and water vapor parameters used in this study. Aerosol optical depth is low in the shortwave infrared, and view zenith angle for AVIRIS-NG is constrained to less than 18° by the instrument’s field of view. However, a mismatch in atmospheric model between the tropical profile used for the India scenes and the mid-latitude summer profile used for the lookup table did demonstrate a small difference in IME. These atmospheric models differ in their temperature and density profiles, and future work should examine the importance of these profiles, along with accounting for aerosol scattering and view zenith angle, in further reducing error in IME calculation and flux estimation.

Our approximation technique using interpolation on a precomputed lookup table of radiative transfer simulations sacrificed only a small degree of confidence, as long as simulations with the same atmospheric model were compared. Although specific to the lookup table approach, the sampling strategy we used leaves some parameter values with higher interpolation error, particularly at large solar zenith angle and low column water vapor. The error could be further reduced by including additional simulations in the lookup table representing large solar zenith angles and low water vapor. The lookup table was produced at suitable resolution for application to current imaging spectrometers and potential future instruments with increased spectral resolution, but may need to be updated for changing background concentrations of CO₂ and CH₄ in the future. Our sensitivity analysis demonstrated relatively low sensitivity of plume IME to changes in column water vapor and sensor altitude. Depending on expected ranges in these parameters, future methods for estimating scene-specific unit enhancement spectra may be able to exclude these two parameters with a relatively small impact on accuracy.

It is important to note that none of the benchmark imaging spectrometer scenes contain cloud cover. Robust cloud screening is assumed for application of matched filter retrievals of CH₄ and CO₂, and impacts of partial cloud cover on retrievals are unknown.

Unit enhancement spectra using scene-specific geometric and atmospheric parameters should provide more accurate IME values and flux estimations. However, since there are no ‘true’ concentration enhancements or fluxes for the CH₄ plumes in the benchmark dataset, simulated scenes, such as those used in Foote et al. (2020), may be needed to demonstrate accuracy gains over generic unit enhancement spectra. Since simulated scenes are constructed using radiative transfer modeling, it follows that unit enhancement spectra derived from radiative transfer would prove to be more accurate when applied to simulated scenes. Controlled CH₄ release experiments may provide an alternative method for assessing the relative accuracy of scene-specific and generic unit enhancement spectra for CH₄ flux estimation (Thorpe et al., 2016).

5. Conclusion

The use of generic unit enhancement spectra for concentration-pathlength retrieval can lead to errors in IME calculation and flux estimation. Radiative transfer simulation of at-sensor radiance can account for full downwelling and upwelling paths, including solar zenith angle and ground-to-sensor distance. Our scene-specific unit enhancement spectrum approach also accounts for the background concentrations of CH₄ and CO₂ in the atmosphere, along with water vapor. Modeling these parameters resulted in important differences in magnitude and spectral shape of scene-specific unit enhancement spectra. Examination of ten benchmark scenes containing CH₄ and CO₂ plumes found IME differences ranging from −22.0% to 28.7% for CH₄, and from −76.1% to −48.1% for CO₂. These percentages correspond to differences in point source flux assuming that wind speed and plume length are held constant for each plume and only the unit enhancement spectrum is varied.

Errors in CH₄ IME caused by geometric effects and the background concentrations of trace gases are easily addressable with minimal computational cost by using interpolated, scene-specific unit enhancement spectra. The average −2.3% error in CH₄ IME produced by the application of generic unit enhancement spectra to the benchmark dataset indicates that when averaged across a large range of geometric and atmospheric parameters, errors in CH₄ IME and fluxes estimated in previous studies may be relatively low. However, more limited ranges in parameters or more extreme parameters within individual campaigns may produce larger average errors than those shown here. At the level of a single plume, error in CH₄ IME and flux from using a generic unit enhancement spectrum may exceed ±20% and be dependent on background surface reflectance. These effects from the modified unit enhancement spectrum are expected from all matched filter algorithms, beyond the single matched filter variant we investigated.

Based on the large differences between generic and scene-specific unit enhancement spectra for CO₂, and resulting large differences in calculated IME, the approach currently used for generating generic unit enhancement spectra for matched filter methods does not appear to be suitable for CO₂ flux estimation. However, our results do not preclude use of radiative transfer modeling to produce a new generic spectrum that is more representative of CO₂ or CH₄ absorption. While sacrificing the ability to correct for scene-specific variation in parameters, such an approach could still greatly improve CO₂ flux estimation using quantitative matched filters.

A large number of satellite imaging spectrometer missions capable of mapping CH₄ and CO₂ point source emissions have recently began operation or are in development, including PRISMA (Loizzo et al., 2019), EnMAP (Guanter et al., 2015), EMIT (Bradley et al., 2020), SBG (Poulter et al., 2019), and CHIME (Nieke and Rast, 2019). Future work should evaluate the utility of both scene-specific and intra-scene correction of unit enhancement spectra with matched filter approaches, as well as compare results from matched filter approaches to results from DOAS (Ayasse et al., 2019; Gusworth et al., 2019).
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