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ABSTRACT

Data visualizations are typically not accessible to blind and low-
vision users. The most widely used remedy for making data vi-
sualizations accessible is text descriptions. Yet, manually creating
useful text descriptions is often omitted by visualization authors,
either because of a lack of awareness or a perceived burden. Auto-
matically generated text descriptions are a potential partial remedy.
However, with current methods it is unfeasible to create text de-
scriptions for complex scientific charts. In this paper, we describe
our methods for generating text descriptions for one complex scien-
tific visualization: the UpSet plot. UpSet is a widely used technique
for the visualization and analysis of sets and their intersections. At
the same time, UpSet is arguably unfamiliar to novices and used
mostly in scientific contexts. Generating text descriptions for UpSet
plots is challenging because the patterns observed in UpSet plots
have not been studied. We first analyze patterns present in dozens
of published UpSet plots. We then introduce software that gener-
ates text descriptions for UpSet plots based on the patterns present
in the chart. Finally, we introduce a web service that generates text
descriptions based on a specification of an UpSet plot, and demon-
strate its use in both an interactive web-based implementation and
a static Python implementation of UpSet.

Index Terms: Accessibility, Data Visualization, Text Descriptions

1 INTRODUCTION

Being able to read and understand data visualizations is essential
for both personal and professional reasons. Consumers of visu-
alizations may encounter them in newspapers, in government dash-
boards, in work reports, or in scientific articles. However, most data
visualizations we encounter are not accessible to people that have
visual impairments, such as users with reduced or residual vision,
or even blind users [2, 26].

Accessibility has been an area of increased interest in the visual-
ization research community in recent years. Various assistive tools
have been developed to aid visually impaired users [28, 5, 9]. A
common remedy to make images of all kinds accessible is to pro-
vide text descriptions [13] which are easily readable by most mod-
ern screen readers [28]. A study by Lundgard and Satyanarayan
has shown that rich text descriptions can significantly enhance the
understanding of data to sighted and visually impaired users [17].
At the same time, most charts in scientific journals do not have any
text descriptions at all [18].

Clearly, there are organizational and social challenges that
cause this lack of text descriptions; yet automatically generating
text descriptions has been shown to be a partial—if imperfect—
remedy [27]. Our work aims to help address these shortcomings
by generating effective text descriptions for a complex visualiza-
tion, the UpSet Plot [16]. Widely used plots, such as scatter plots,
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exhibit well-understood patterns, such as clusters or outliers, that
algorithms can identify to extract information and use that informa-
tion to generate meaningful text descriptions. For complex plots,
like the UpSet plot, trends are less clear to novice users, and their
patterns may not be well understood yet.

Given the wide adoption of UpSet plots in academic publica-
tions, especially in the biomedical domain, we have chosen UpSet
as a representative example of a complex chart to generate text de-
scriptions.

To do this, we first identify common patterns in UpSet plots,
based on a survey of published UpSet figures. We then introduce
a grammar that can be used to write specifications that describe
UpSet plots, and use this specification as a platform-independent,
machine-readable representation of UpSet plots. To generate the
text descriptions, we developed a Python web service that ingests
the data and the specification of an UpSet plot. Our implementa-
tion is successfully deployed with our interactive web-based UpSet
implementation and is also compatible with a static Python imple-
mentation of UpSet.

2 UPSET PLOTS

UpSet, shown in Figure 1, is a set visualization technique suited for
data that is commonly shown in Venn diagrams. Unlike Venn di-
agrams, UpSet works with more than three sets by plotting the set
intersections as a matrix. Each column corresponds to a set, and
bar charts on top show the size of the set. Each row corresponds to
an intersection: the filled-in cells show which set is part of an in-
tersection. The size of the intersections are displayed as bar charts
to the right of the matrix. The matrix can be sorted in various ways
to surface trends; a common way is to sort by size of the inter-
sections. As a more concrete example, the UpSet plot in Figure 1
shows movie data. Movies have genres (sets) like Drama, Comedy,
or Action. A movie can have a single genre, or it can have multi-
ple genres. Movies that span multiple genres are counted in the set
intersections.

3 RELATED WORK

We review relevant prior work on text descriptions and accessibility
in visualization in general. Accessibility has been considered an
important element in terms of visualization in recent years [15, 17,
22], and different researchers have created different accessibility
tools for visualization for blind or low-vision users [5, 10, 1, 4].

Studies have suggested that text summaries could significantly
aid users in understanding complex graphical data, comparing fa-
vorably to sighted individuals’ comprehension levels [20, 14, 17].
However, the usage of text descriptions (also called alternative text,
or alt-text) in scientific publications is extremely limited. A study
by L’Yi et al. [18] reveals that people with visual impairments use
screen readers as the most common assistive technology, but that
data portals and journal websites do not have proper text descrip-
tions associated with visualizations. On the other hand, text de-
scriptions are much more common in generic images on the web
[1] and on social media platforms [27, 12], partially aided by the
automatic generation of text descriptions on platforms such as Face-
book [27].
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Figure 1: An UpSet plot (left) and the generated text description for the plot (right). The data shown are movies and their genres. The biggest
intersection is between Comedy and Drama (highlighted) with 210 movies. The text description shows the long version we generate, with section
covering both basic information and higher-level trends.

Studies have shown that figures in scientific publications con-
tain important information and results, and descriptions with proper
context are needed for blind and low-vision readers to engage with
them [3]. For graphics that contain rich information, such as visual-
izations, lack of, or poorly written alternative texts can worsen the
information access inequality for people with visual impairments
[13]. These limitations are major hurdles for people with visual
impairments entering science careers [18].

Researchers have been studying the quality of accessibility via
text descriptions for years [7]. The text descriptions found in prac-
tice often provide very little information [13, 19, 21], and users are
unable to dig deeper into the data behind the visualization. Most
figures in scientific articles include captions; however, captions are
usually not written to summarize the content of a figure, and hence
are typically not effective enough to provide insights into the data
to visually impaired readers [8].

While attempts have been made to use AI to automatically gen-
erate natural language summaries for charts [23] and to create fig-
ure captions [24, 25], these summaries are limited to common chart
types, a limitation we address in this paper.

4 PATTERNS IN UPSET PLOTS

To generate text descriptions, we first have to identify general pat-
terns of UpSet plots, or set data in general. To do this, we surveyed
published UpSet plots, analyzed the plots by tagging them, and cat-
egorizing the patterns we identified.

4.1 Collecting UpSet Plots
There are over 4000 papers citing the two publications that describe
UpSet [16, 6]. Most of these papers cite UpSet because they are
using an UpSet plot. Since we couldn’t reasonably analyze all of

these plots, we drew a convenience sample, as described below,
and conducted our coding and codebook development as we kept
adding plots. We stopped adding papers when we couldn’t identify
any new patterns (i.e., reached saturation of our codes). In total,
we collected 79 UpSet plots from 40 published papers. First, we
searched for papers citing the original UpSet paper [16] in Google
Scholar, resulting in 30 papers. We then searched Google for the
keyword “UpSet Plot” and found another 8 papers that we included
in our sample. We further collected plots from two papers cited in
our corpus. For coding, we entered all plots into an online tabular
tagging framework (Airtable). We also saved the metadata of the
plots, such as bibliographic details, the caption of the plots, the
paragraph that referred to the UpSet plots in the paper, the scientific
fields the paper was published in, tools that were used to generate
the plots, the raw data of the plot (if provided), and the presence of
alternative text attached to the plots. Figure 2 shows an overview of
our collection.

4.2 Coding Patterns in UpSet Plots

To generate a textual description that can provide insights into the
data, we first need to understand the types of patterns that are exhib-
ited in Upset plots. To this end, we coded the patterns we observed
in our dataset. Two of the authors took part in the coding process.
First, one of them coded each plot individually based on the pres-
ence of the largest set in the largest intersection, the smallest sets
in the smallest intersection (and vice versa), how the set sizes di-
verge, how the intersection sizes diverge, the presence of all set
intersections, etc. Then, the other author revised the tags and gave
an opinion on the tags, what we could include, or what we could re-
move from the tags. After two iterations, the coding team reached
a consensus and finalized the tags.
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Figure 2: Selected thumbnails of UpSet plots collected for our clas-
sification of patterns found in UpSet plots.

4.3 Categorizing the Patterns
To categorize the patterns found in UpSet plots, we use the code
defined in the previous step. We categorized the collected plots
according to the set number in the intersections, regions based on
the intersection size, and general trends falling into those regions,
the differences among the set sizes as our representative plots.

UpSet plots are most useful for visualizing and analyzing data
with more than three sets and their intersections. The sets can be of
potentially different sizes, and the intersections can diverge in dif-
ferent patterns based on the underlying characteristics of a dataset.
For example, when analyzing shared genes between species (a com-
mon use case of UpSet), we expect a lot of high-order overlaps
(many shared genes between many or even all species). In contrast,
when analyzing sparse datasets, such as movie genres associated
with movies (movies typically have 1-3 genres), we expect little
high-order overlap. Another important factor is the relative size of
set. For example, there are many more “drama” than “adventure”
movies, so an analysis has to take this divergence into account.

For some UpSet plots, the presence of intersections with no set,
or with intersections that include all sets, is important information.
Thus, we also categorize them as specific attributes. We ended
up with the overarching categories General Trends, General Trend
Sizes, Set Sizes, and Specific Artifacts/Attributes.

The categories are:

• Intersection Patterns: Are there many independent sets (in-
tersections containing only 1 set). Are there many low-set in-
tersections (intersections containing 2-3 sets), medium-degree
set intersections (intersections containing 3-n/2 sets), or high-
order set intersections (intersections containing n/2 to n sets).

• Intersection Size Patterns: what are the intersection sizes
associated with the intersection patterns? Are the higher-order
intersections (involving most sets) large or small? Are the
low-set intersections large or small? We classify these into
small, medium, large, and largest.

• Specific Attributes: Is the all-set intersection present? Is the
empty intersection present? Are the all-set and empty inter-
sections the largest, among the largest, or small?

• Set Sizes: Are set sizes roughly equal, diverging a lot, or mod-
erately diverging.

5 TEXT DESCRIPTION GENERATION

We generate our text description for UpSet plots using a custom text
generation Python package published on PyPI that reads in a JSON
grammar describing the UpSet plots. There are dozens of differ-
ent software libraries implementing UpSet plots, and the grammar
allows us to capture the relevant patterns independent of a specific
implementation and programming language, thereby allowing us to
make our text description generation compatible with various im-

plementations. We implemented the ability to export a specifica-
tion based on the grammar for two UpSet libraries: our interactive
web-based implementation—UpSet 2.0[11], and a popular Python
implementation of UpSet, UpSetPlot.

This specification is then passed into the text generation package,
where we parse the grammar to extract information about data. We
perform a statistical and trend analysis based on our categorization
of patterns and the parsed data, resulting in a list of salient trends for
a particular upset plot. We used an iterative feedback process with
our blind collaborator and co-author to develop text descriptions at
two levels of details that are succinct yet fully descriptive of the
dataset, so that the text confers a similar amount of information as
the equivalent chart.

We generate text based on a template that has programatically re-
placeable tokens in it. These tokens are linked to functions that use
the parsed and analyzed data from our grammar model to compute
strings. We then iterate over the grammar model and replace all to-
kens with their computed string values. These strings are returned
as human-readable text descriptions.

We have exposed this text-generating Python package to UpSet
2.0 and UpSetPlot through a Python-backed web API, demonstrat-
ing that such a text-generation function could be used for a variety
of implementations of the same visualization technique. The API
returns text in JSON format that includes a technical description, a
2-3 sentence short description, and a long description. The Tech-
nical Description is an introductory sentence about the UpSet plot;
the Short Description is a brief snippet that contains the most salient
trend and that can be used consistent with browser’s ‘alt’ proper-
ties; the Long Description is a comprehensive description designed
to communicate similar amounts of information to the chart.

Figure 1 shows the resulting long description next to a web-based
UpSet implementation. The long description includes Introduction,
Dataset Properties, Set Properties, Intersection Properties, Statisti-
cal Information, and Trend Analysis. The first four sections have
basic information about the type of the plot, how many sets are in-
volved, how many intersections are seen, the count of visible sets,
the title of the sets, sorting order, largest intersection name, largest
five to ten intersections, etc. For the statistical information section,
we compute metrics such as percentile information, the percentage
of the presence of the largest set and smallest set in all the inter-
sections, the average value, and the median divergence of the in-
tersections, etc. Finally, the trend analysis section describes trends
that we determine to be present based on patterns and categories
discussed in the previous section.

6 FUTURE WORK

One immediate avenue for future work is evaluating our approach.
We are planning a two-pronged approach: a crowdsourced study
with sighted participants and an interview study with low-vision
and blind users. In the former, we will evaluate learning and under-
standing in UpSet plots under three different conditions: visualiza-
tion only, text only, and combined visualization and text.

Our interview study will focus on the learnability of UpSet plots
based on text descriptions alone, and the quality and understand-
ability of our text descriptions.

Beyond this immediate project, another avenue for research is to
apply our methods for generating text descriptions for other com-
plex scientific charts. Finally, it will be intriguing to develop a cor-
pus of UpSet (and other) plots, associated grammars, and vetted
text descriptions to use as a training dataset for LLMs.
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