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1. Executive Summary

Visualization—the use of visual elements to explore data, form hypotheses, or convey conclusions—is an integral part of the scientific process. Starting from an initial exploration of new data to illustrating outcomes for the general public, visualization is one of the most intuitive and powerful modes of communication. With the explosion of new data sources and types, unprecedented volumes of data, and new technologies, such as virtual reality (VR) and artificial intelligence (AI), visualization has become increasingly essential but also ever more challenging.

The Department of Energy's (DOE) Office of Advanced Scientific Computing Research (ASCR) sponsored a Basic Research Needs workshop in January 2022 to understand the major opportunities and grand challenges in visualization tools and technologies for scientific computing as well as for DOE-relevant applications and goals in general. The workshop identified five priority research directions (PRDs) for visualization to support scientific discovery, decision-making, and communication. The first three PRDs describe interconnected research themes addressing the need for new techniques to deal with complex data, uncertainty, and interpretability (PRD 1); the need for scalable and interoperable software stacks (PRD 2); and the challenges and opportunities inherent in new technologies, such as VR, cloud, or exascale computing (PRD 3). The remaining two PRDs describe foundational research themes that recognize the potential of visualizations to provide equitable access to information and to strengthen the scientific discourse (PRD 4); and the need to consider human factors when designing visualizations (PRD 5). Collectively, these PRDs form the pillars for a coherent, long-term research and development strategy in Visualization for Scientific Discovery, Decision-Making, and Communication in the context of the Office of Science’s mission scope.

1.1 Priority Research Directions

The field of visualization presents a number of diverse challenges ranging from deeply technical questions about algorithmic innovations to graphical design, and from developing massively parallel frameworks to considering human cognition and trust. The workshop organized these heterogenous challenges into five PRDs conceptually organized in Figure 1.1. In the center are three broad technical thrusts within the area of visualization, roughly split into algorithms, software, and hardware and similar to ideas articulated in prior workshops. Flanking these are two cross-cutting themes that, for the first time, explicitly highlight the opportunities of visualization as a versatile communication tool for DOE and the need to deliberately consider how human perception and idiosyncrasies affect visualization results.

![Figure 1.1. The workshop's five PRDs are conceptualized as three technical thrusts cross-cut with two themes. Together they form the pillars of a long-term strategy for ASCR's visualization research and development.](image)

1.1.1 Advancing Theory and Techniques for Visualization to Support the Analysis and Understanding of Complex Scientific Data

New techniques and corresponding theory are needed to develop novel representations, algorithms, and systems to promote scientific understanding of the many different data types of interest to DOE. Many of the common scientific visualization techniques focus on 2D or 3D scalar fields. However, most of the data collected today has much more complex encoding, either because at each location multiple values (multivariate) or even multiple data types (multimodal) may exist, or because data is defined non-spatially (e.g., in high dimensions, in graphs). Furthermore, abstract information about the behavior of a complex system or the inherent uncertainty of a decision could be more accessible through intuitive visualizations.

1.1.2 Introducing Interoperable and Adaptable Visualization to Support Diverse Scientific Workflows Across All Scales

New visualization approaches are required to leverage as much common infrastructure as possible, maintain data provenance and uncertainty information, and span the needs of multiple scientific communities while taking advantage
of the unique resources and opportunities of the specific application. The need for informative visualizations is near universal, covering a plethora of scientific domains and systems ranging from embedded sensors to high performance computing (HPC) resources, rare and expensive data, and petabyte-sized data collections. Developing bespoke solutions for every unique combination is infeasible.

1.1.3 Harnessing Technology Innovations to Accelerate Science through Visualization

New techniques are needed to take advantage of novel displays, interfaces, and collaboration tools while exploiting state-of-the-art computing architectures. Rapidly evolving technology is creating tremendous opportunities for new visualization and collaboration paradigms with novel displays, VR, haptic interfaces, and more. However, realizing this potential to develop immersive yet intuitive environments or enable real-time, remote collaborations will require techniques and frameworks significantly beyond the current state of the art. Furthermore, visualization must effectively exploit diverse and disruptive computing modalities, including exascale platforms, cloud, sensors, and mobile chips, each of which may enable unprecedented visualization solutions if they can be integrated effectively into portable tools.

1.1.4 Improving Equity in Accessing and Engaging with Scientific Data and Processes

New approaches to visual communication are needed to significantly accelerate team science, integrate all stakeholders—from policy makers to the general public—and change the scientific discourse. Visualization is one of the most powerful ways to communicate complex ideas, concepts, and decisions across domains, educational backgrounds, or cultures. Distinct from the goal of providing new insights to subject matter experts, visual communication requires a new focus on accessibility, transparency, and trustworthiness to promote engagement and understanding.

1.1.5 Developing Intelligent Approaches for Adaptive, Context-Aware Visualization of Scientific Data and AI

Visualizations are designed to be consumed by humans. Understanding how individuals may interpret visual content differently depending on the application context and intended use is a key challenge for designing new tools and techniques. Recent advances in our understanding of perceptual learning and reasoning processes are crucial in developing general-purpose, intelligent visualization tools that are readily customizable to meet the evolving needs of the users (e.g., scientists, general public) and the task at hand (e.g., hypothesis generation, decision support, scientific information dissemination). Furthermore, as data and visualization become more embedded in scientific exploration and systemic decision-making processes, visualization tools must be properly validated to ensure broad and lasting impact. A growing need exists for human-centric design and evaluation methodologies, particularly those that properly account for minority viewpoints. Technical advances are needed across multiple fronts: (1) development of methods to understand perception and cognition to drive the development and adaptation of next-generation visualization tools and serve as surrogates for large-scale visualization evaluation studies; (2) methods to enable dynamic personalization of and collaboration in visualization tools to address the needs of individual users for scientific discovery and effective utilization; and (3) development of robust, scalable, and unbiased evaluation methods and metrics for visualization tools.

2. Introduction

At the heart of scientific progress lies our ability to communicate ideas and ultimately share insights that jointly advance our understanding of the universe. With as much as 50% of the human brain devoted to visual processing, visualization—the use of visual elements to explore data, form hypotheses, or convey conclusions—has always been an integral part of science. As technological advances have allowed us to produce ever more complex data, visualizations have evolved from rare and extravagant efforts that are now considered works of art [1] to a day-to-day necessity to many branches of science. The 1987 National Science Foundation Report on Visualization in Scientific Computing [2] is often considered the first official recognition of the crucial role visualization can play in scientific discovery. Subsequent years saw an explosion of new tools and techniques and other efforts highlighting both open challenges as well as the potential impact of visualizations [2][3]. Arguably the most well-known of these efforts is Johnson's 2004 list of the top 15 research challenges in scientific visualization [4].
DOE has been at the forefront of these research efforts with visualization being an integral part of both the NNSA Advanced Strategic Computing Initiative (ASCI) [5] as well as the Office of Science Scientific Discovery through Advanced Computing (SciDAC) and ASCR (Advanced Scientific Computing Research) programs. (See Figure 2.) Most notably, a chain of successful SciDAC engagements began with two visualization-focused SciDAC2 projects, the Visualization and Analytics Center for Enabling Technologies (VACET) [6][7] and the Ultra-Scale Visualization Institute [7], and continues to this day as part of the RAPIDS2 institute for Computer Science, Data, and Artificial Intelligence [8]. The SciDAC engagements alongside many smaller DOE-funded projects have produced a suite of visualization tools and techniques that are now indispensable in many applications. These programs were designed to, and still do, directly address the needs of various DOE missions and have been the seed for many successful collaborations between visualization and application experts.

For the field of visualization, an unintended consequence of this focus on direct and (relatively) immediate impact has been an increasing shift in research and even strategic planning towards more immediate practical concerns. From VACET in 2006 [6], the focus moved to “Data Management, Analysis, and Visualization” for exascale and experimental data [9][10] in the 2011 and 2016 DOE workshops to visualization becoming one of many concerns for “Exascale Requirements” [11], “In Situ Data Management” [9], and “Storage Systems” [12] in 2018. These efforts correctly identify the many practical challenges of visualization, especially at DOE scales. For example, many algorithms are bound by data movement costs; storing data is too expensive and thus visualization may have to occur in situ; and at the largest scale, automatic feature detection might be the only viable path to insight. Nevertheless, this shift in focus does not change the fact that many of the research challenges outlined by Johnson in 2004 [4] and even by Rosenblum in 1994 [3] remain open. In fact, in many cases the need for research-driven solutions is now significantly greater than it has ever been. DOE produces larger, more diverse volumes of data than ever before, and decisions on subjects ranging from national security to energy policy are increasingly based on this data. Especially when these decisions involve interdisciplinary teams, policymakers, or the public at large, “decisions based on data” usually translate to decisions based on visualizations of data. Yet we are not much closer to integrating uncertainty in these visualizations (Challenge #3), considering perceptual issues (Challenge #4), dealing with multifield visualization (Challenge #9), or addressing many of the other 20- to 30-year-old challenges.

The purpose of the Visualization for Scientific Discovery, Decision-Making, & Communication workshop was to bring together experts from DOE, academia, and industry to discuss the current state of the art, update and re-formulate the list of research challenges in visualization, and ultimately suggest priority research direction for DOE to pursue. The workshop attracted 229 participants, which over the course of three days and 23 breakout sessions identified both gaps and opportunities for visualization (see Workshop Summary) in the context of DOE missions. The final outcome includes five high-level PRDs that encompass and extend previous lists of challenges. The first three PRDs describe interconnected research themes addressing the need for new techniques to deal with complex data, uncertainty, and interpretability (PRD 1); the need for scalable and interoperable software stacks (PRD 2); and the challenges and opportunities inherent in new technologies, such as VR, cloud, or exascale computing (PRD 3). The remaining two PRDs describe cross-cutting research themes that recognize the potential of visualizations to provide equitable access to information and to strengthen the scientific discourse (PRD 4); and the need to consider human factors when designing visualizations (PRD 5). Collectively, these PRDs form the pillars of a coherent, long-term research and development strategy in Visualization for Scientific Discovery, Decision-Making, and Communication in the context of the Office of Science’s mission scope.

Figure 2 Initially developed under ASCI, the VisIt software tool provides DAV capabilities for scientific codes, such as this rendering of a complex surface—a dense spherical gas bubble subjected to a strong planar shockwave.
3. Priority Research Directions

3.1 Advancing Theory and Techniques for Visualization to Support the Analysis and Understanding of Complex Scientific Data

New techniques and corresponding theory are needed to develop novel representations, algorithms, and systems to promote scientific understanding of the many different data types of interest to DOE. Many of the common scientific visualization techniques focus on 2D or 3D scalar fields. However, most of the data collected today has much more complex encoding, either because at each location multiple values (multivariate) or even multiple data types (multimodal) may exist, or because data is defined non-spatially (e.g., in high dimensions, in graphs). Techniques for preserving key features from novel data representation and reduced data formats, either from compression or feature extraction techniques, as well as for processing ensemble simulation data to encode variations, sensitivities, and uncertainty of the simulation outputs are still lacking. Furthermore, abstract information about the behavior of a complex system or the inherent uncertainty of a decision could be more accessible through intuitive visualizations. Meanwhile, conversion algorithms between all of these representations are necessary but challenging, especially when facilitating them all with corresponding algorithms.

3.1.1 Data Representations

While visualizations are valuable in virtually all branches of science, they rarely are the primary focus. Accordingly, whichever data should be visualized is typically optimized for simulation code that produced it, the experiment that collected it, or, more generally, the most expensive processing step necessary to curate it. As a result, visualization techniques must be able to ingest a huge variety of data representations, converting them into either standard formats or directly extracting the salient information, and doing so without inflating the already large input data beyond the available computational resources. This section discusses the associated algorithmic and methodological challenges, while Section 3.2 provides a related discussion on the need for portable and reusable software.

Key challenges

Visualization of large-scale scientific data is facing three key challenges related to efficient representations of data (e.g., simplification, resampling, topological decomposition, feature extraction, compressions). The first challenge is to develop effective representations for complex data from emerging scientific applications such as point clouds, high order meshes with novel geometric primitives, and solutions associated with multi-dimensional probability density functions. (See Figure 3.1.1.) Developing efficient methods that allow conversion of data between representations is also important. The second challenge concerns the conservation of features of importance to domain scientists. Depending on the simulation or experiment and the analysis performed, users have different requirements. Often users consider the preservation of local properties (e.g., point-wise field values and their derivatives) and global properties (e.g., statistics, spectral profiles) as critical. Another important requirement concerns the preservation of structures (e.g., topological or geometric descriptors). So, from a visualization perspective, one needs to know how the loss of accuracy in the representation from the original dataset will impact the ability of visualization algorithms to preserve the quantities of interest for the viewer. The final challenge is to keep the data in a compact form to the extent possible during visualization. Reconstructing the data in its entirety before visualization is often not practical or possible because of memory and bandwidth constraints.

State of the art

To convert data that have different representations, Voronoi and Delaunay tessellations [13] are often used to convert point data to a mesh. Sampling methods [13][14] are used to extract individual data points from a collection, and density estimation is often used to convert point data (e.g., from an

Figure 3.1.1
Propagation of a spherical shockwave through a random non-conforming mesh in the MFEM-based BLAST shock hydrodynamics code. MFEM is a discretization library used for building a variety of simulations in physics codes.
N-body simulation) to a preset discretization. Recently we have seen both functional and neural representations appear in the visualization literature. Representative work in implicit neural networks includes SIREN [15], ACORN [16], NeRF [17], and Mip-NeRF [18], and a comprehensive survey of this topic has been published [19]. Regarding more compact data formats, recent research [20][21] has demonstrated the possibility of preserving topological structures (e.g., critical points, persistence pairs). Most advanced data representations via compressors such as MGARD [22], SZ [23][24], and ZFP [24] support the preservation of point-wise values with absolute and relative error controls. MGARD [22], SZ [23][24], and TTHRESH [25] also provide control over aggregate (statistical) error measures such as the peak signal-to-noise ratio or Sobolev norms. Furthermore, other more domain-based data representations have been proposed to reduce meshes while preserving some of their geometric (e.g., volume, surface area) or topological (e.g., genus, scalar field topology) properties; see the recent survey by Li et al. [26]. Adaptive multilinear meshes (AMM) decompose a field into piecewise multilinear cells of varying size, allowing traditional visualization algorithms (e.g., isosurfing, direct volume rendering) to operate on the reduced representation [27].

Research directions

From users’ requirements on efficient data representation and the current state of the art, we derive three important research directions. The first direction concerns the design and development of new data representations that complement existing feature preservation mechanisms with preservation of topological, geometric, and other feature descriptors, the related error quantification and analysis tools; and understanding the impact of lossy data representation on visualization algorithms. For example, users should be able to express tolerances and, when appropriate, error bounds as well as assess errors on topological features (e.g., critical points, contour trees, Morse complexes), curves (e.g., ridge lines, vortex core lines, streamlines), surfaces (e.g., isosurfaces, stream surfaces, fiber surfaces), and volumes (e.g., superlevel sets) in addition to point-wise error bounds. The second research direction concerns the design of new principles and methods and development of new software for novel data representations. This research direction relates to programming interface and high performance implementations of reduction techniques as well as to novel lossy reduced data representations that can be directly visualized without un-reducing the data first. Finally, the third research direction concerns understanding how different types of inaccuracies introduced by different representations of data will impact image generation and, thus, how users will perceive the images. This research direction will involve user studies and the design of new perception-based models that can correlate error loss with perception.

3.1.2 Multivariate and Multimodal Data

With few notable exceptions the majority of existing scientific visualization algorithms focus on analyzing one property at a time, which can be a single scalar field, a vector field, or, more rarely, a higher order tensor. However, both simulations and experiments typically generate a plethora of information at each point in space (or time), each one of which might itself be a complex entity (e.g., an image, a spectrum). Finding visual encodings of such multivariate (many properties) and multimodal (of different types) data remains difficult.

Key challenges

Almost all scientific applications generate multiple variables. Those variables often carry complex relationships, and jointly they represent important scientific features. When analyzing multivariate data, scientists face several key challenges. One is determining an accurate and succinct summary of the relationships among the variables, in particular when the correlations between variables are nonlinear and the volume of data is large. Also challenging is the nontrivial task of comparing and contrasting the features generated from different variables (e.g., isocontours) or their topological summary (e.g., contour trees). (See Figure 3.1.2a.)

The other challenge is that datasets are often extremely large, which increases the difficulty of performing interactive queries even for a single variable, let alone a combination of variables. When the number of variables is large, the combination of variables to consider when analyzing a given scientific phenomenon is often unknown. Queries by trial and effort often lead to high computational costs with no guarantee that salient features can be identified. Furthermore, effective visual encoding that can simultaneously display information from multiple variables is lacking. Also lacking are methods that can quantify the uncertainty in the multivariate correlation and track its temporal variation. Multimodal datasets are heterogeneous and defined over different data types (e.g., video, audio, text, and simulation output), domains (e.g., space, time, and spectra), and sources (e.g., simulations, observations, annotations) that in combination describe specific scientific phenomena. Numerous DOE Office of Science applications—cosmology, energy science, climate, nuclear physics, and more—use multimodal data
to investigate hypotheses. Visualizing (e.g., comparatively) multimodal data remains a grand challenge for our community, and further research is needed to satisfy the evolving needs of scientific applications. In principle, combining more than one data modality should increase understanding, but the incompatibility of multimodal data often has the opposite effect, complicating processing, obscuring underlying patterns, complicating validation and reproducibility, and ultimately hindering communication and decision-making.

**State of the art**

For multivariate data, researchers have developed statistical methods that calculate the information distance between variables, thus identifying variables that are more important to visualize. These methods contribute to identifying salient information among the variables and, in turn, reducing scientists’ cognitive load for data analysis and visualization (DAV). For features that can be identified by the joint distributions among variables, methods also exist to facilitate efficient search and queries [28]. To extract and exploit the correlations in the multivariate datasets and to enable effective sampling and reconstruction, Copular or Gaussian mixtures based methods were proposed for data sets that can be modeled by the underlying parametric models [29]. Local relationships can be extracted by identifying sets of biclusters [30]. Finally, a method also exists that can display multiple variables simultaneously based on blending or visual encoding [31]. The topology community has developed many works for multivariate data comparison (e.g., largest contour comparison [32], quantizing the variations using joint contour nets [33], local and global comparisons [34][35], and generating fiber surfaces [36][37]). (See Figure 3.1.2b.) For multimodal data, to date no uniform way exists to fuse or transform data of different modalities; different data models are treated individually, and various methods convert from one modality to another. As mentioned in the previous sections, methods [9] to convert point data to meshes and density estimation are often used to convert point data (e.g., from an N-body simulation) to a preset discretization.

![Figure 3.1.2a Topological features extracted from large-scale combustion simulations indicating connected regions of a burning flame front in a high-turbulence cross-flow.](image-url)
Research directions

To enable flexible exploration of multivariate data, future research directions include automatic identification of the most salient variables and their relations. This recommendation requires detailed analysis of the information content and distance between variables both in space and time. To facilitate effective visualization of multivariate data, new visual mapping and encoding schemes across different modalities (scalars, vectors, and tensors), as well as novel interaction techniques that allow probing, selection, and projection, will be needed. A strong need also exists for novel data representation and management schemes that allow efficient out-of-core data retrieval and query. Finally, the ability to allow scientists to define, extract, track, and visualize geometric and topological features across scales will be crucial for scientific discovery.

Future research directions of multimodal visualization will focus on the integration of information from various sources to enable decision-making. As data of different modalities are often defined in different domains, successful information fusion from multimodal data will need to involve: (1) information aggregation and amplification; (2) information comparisons to identify unique and salient data features from each source; (3) information fusion with a guarantee of minimum information losses. To facilitate the necessary comparison or fusion, an important research problem becomes how to convert the multimodal data into features that are invariant to the sources of data. In addition, effective visual substrates that can display multimodal data in a unified space to enable feature identification and tracking features will be proven very important. Finally, novel data sampling, matching, and dimensionality techniques for multimodal datasets to allow efficient queries will be crucial.

3.1.3 High-Dimensional Data

High-dimensional data arise naturally from the scientific analysis of complex systems (from simulations to observations) as well as machine learning (ML; from feature representations to loss landscapes). A variety of approaches have been introduced for high-dimensional data visualization including dimensionality reduction, regression analysis, direct visual encoding, and interactive exploration. However, new visualization techniques are needed to address the increasing size and complexity of these high-dimensional data to obtain actionable insights.

Key challenges

Learning high-dimensional data representations emerges as a central task in various scientific analysis and ML...
applications. The “curse of dimensionality” and the “empty space phenomenon” affect not only the efficiency of learning, but also the effectiveness of visualization. Certain high-dimensional information is invariably lost during data transformation, while human intuition no longer easily applies to visual mapping. In addition, often little (or no) ground truth exists, making validation and evaluation difficult. While high-dimensional surrogate models such as neural networks and Gaussian processes models can be trained to map input parameters to observed outputs, sample selection is still constrained by the high intrinsic dimension and is oftentimes not amenable to dimensionality reduction. Furthermore, learning and visually communicating data representations with uncertainty remain a challenge. Finally, verification and validation are essential in science, and they rely on comparisons between different data and models. The key challenges include understanding the fundamental differences between high-dimensional simulations and experiments, as well as aggregating such differences for visualization.

State of the art

A number of surveys cover different aspects of high-dimensional data visualization, including parallel coordinates [38][39], quality measures [38–40], clutter reduction [41], visual data mining [42][43], and interactive techniques [44]. For high-dimensional scientific data, Burger and Hauser discussed techniques from various disciplines in visualizing multidimensional scalar, vector, and tensor datasets. Kehrer and Hauser explored representation, analysis, and interaction of multidimensional data with spatial and temporal characteristics [45]. The most recent survey of Liu et al. [46] classified recent advances based on different stages of an enriched visualization pipeline, including data transformation, visual mapping, view transformation, and user interaction. For data transformation, techniques include dimension reduction, subspace clustering capturing various aspects of data, regression analysis, and topological data analysis for gaining insights of data. For the task of visual mapping, methods are developed to convert the original data or analyzed result into visual structures. According to the structure patterns, axis-based methods, glyphs, pixel-oriented methods, hierarchy-based approaches, animations and evaluations are typical categories. Then view transformation includes various approaches to finally render the visual content to the screen space (e.g., illustrative rendering for a specific visual style, continuous visual representation to deal with visual clutter and computational cost, color blending considering perception of order and structure, and image space metrics for quality measures). Finally, user interaction includes many efforts focusing on computation-centric, interactive exploration, and model manipulation.

Research directions

Three potential research directions relate to high-dimensional data. First, visualizing high-dimensional data representations aims to preserve structural information while maintaining interpretable visual encodings. However, these two objectives are often at odds with each other. For instance, non-linear dimensionality reduction can capture good intrinsic structures, but the dimensions of the embeddings are often hard to interpret. Providing meanings to dimensions, such as discovering semantic or concept directions, remains under-explored. A potential solution is creating a summary from the data to serve as an abstraction for visualization—i.e., mapping individual samples onto abstract summaries, which are obtained by leveraging analysis tools from graph theory, topological data analysis, subspace learning, representation learning, and more. Data derived from real-world applications often include various anomalies and outliers, and effectively identifying and interpreting them is an integral part of high-dimensional data visualization. Furthermore, the visualization should be designed in a way that retains and reflects the application information for advancing domain understanding. Then, with the wide adaptation of neural network models in scientific applications, some of the pressing questions to be addressed include how to model and assign semantics in the space of high-dimensional learned representations, and where and how visualization and human interaction can help with their interpretations [47].

Second, high-dimensional surrogate modeling captures a mapping between a model input and its output. Utilizing visualization to explore model behavior and evaluate model performance (e.g., for model steering, debugging, and adaptive refinement) are crucial for building better surrogates. In particular, understanding the structure of such a mapping (e.g., via the loss landscape) is important for constructing intuitive visual encodings, such as its local minima, local maxima, and basins of attraction before, during, and after training. The next step is performing visual analytics of model ensembles [48] to better understand the underlying physical phenomena. Finally, scientific insight generation requires comparing and contrasting data of interests—in particular, between simulations and experiments, between different surrogate models, and between configurations that lead to failures and successes. To provide a meaningful comparison of high-dimensional structures, the first step is to develop novel statistical, geometric, and topological metrics, which facilitate local and global comparative analysis. Such comparisons are also crucial for understanding data distribution shift.
and domain adaptation [49], particularly for evaluating and generalizing ML models. Furthermore, visualizing the evolution of samples in a high-dimensional space (e.g., the phase space of a physical system or the nonlinear transformation between neural network layers) is a relatively unexplored area that could inspire new solutions and applications.

3.1.4 Ensembles

Despite tremendous advances in computational sciences, a single simulation is rarely considered to be conclusive because of the many, often uncertain, assumptions that are required. Furthermore, codes deemed to be predictive are often used in design optimization or scenario exploration. Such considerations invariably lead to computational ensembles rather than individual simulations, just as experimental science has long thrived on repeats and complex designs of experiments. With thousands or millions of ensemble members, visualizing any one example becomes less effective, and instead, new techniques are required to explore ensembles as a whole.

Key challenges

Ensemble simulations are used in various DOE science applications (e.g., cosmology, Earth systems, fluid dynamics) to understand simulation model sensitivities/variations, quantify uncertainties, and optimize model designs. Each run in an ensemble of simulation executions can cost millions of core hours and generate terabytes to petabytes of diverse data in a very high-dimensional space, making simulation of all possible configurations of the input parameters prohibitively expensive. Furthermore, attempting to analyze exhaustively the data generated from large-scale ensembles is equally expensive. Effective, efficient analysis of ensemble data with tractable computational and input/output (I/O) costs remains a grand challenge in the DAV community due to the following difficulties: (1) the capability to explore simulation parameter spaces is limited; (2) the ability to transform ensemble simulation data into compact representations is missing; and (3) scalable algorithms for in situ analysis and visualization of ensemble data are generally lacking.

State of the art

The DAV community has been extensively developing ensemble data visualization techniques, and a comprehensive survey of state-of-the-art developments can be found in [48], which categorizes ensemble visualization techniques into location- and feature-based approaches. Location-based approaches compare ensemble members at fixed spatiotemporal locations, while feature-based methods first identify features and then compare features across ensemble members. For example, spaghetti plots are a well-known method that overlays curve features such as contours to visualize differences between ensemble runs; such visual representations may be further abstracted with contour boxplots [50]. Beyond the visual representation of ensembles, an essential task in ensemble visualization is to help understand the impact of simulation parameters to the simulation results. For example, Sedlmair et al. [51] provided a conceptual framework that contains a data flow model, a set of navigation strategies, and a characterization of analysis tasks for visual parameter space exploration. More recently, researchers have investigated AI models for parameter space exploration. For example, InSituNet [52] is a deep image synthesis model for predicting visualization results with given simulation parameters, which help users preview the impact of parameter changes. In addition, distribution-based methods are used to model ensemble data. Liu et al. [53] used a Gaussian mixture model per sample to represent scalar field ensembles for visualization. Bayesian model averaging is also used to establish a statistical aggregation of ensembles for ensembles [54]. More recently, He et al. [55] modeled samples in ensemble data as range-likelihood values, which further enables clustering and visual exploration with likelihood volumes.

Research directions

A primary broad-scale research direction in ensemble DAV is to develop generalized theoretical bases for ensemble
representation, analysis, and visualization as the existing works are mainly domain-specific and often application-driven. Another important research direction is to develop ensemble analysis frameworks that have the capability to perform uncertainty quantification and visualization at every step of the analysis pipeline. Close collaborative research in ensemble analysis will further bridge the gap between cognitive science, uncertainty visualization, and application sciences. Apart from these broad-scale general research directions, precise task-specific needs for ensemble data visualization can be threefold. The first is simulation parameter space exploration. In contrast to traditional simulation surrogate research, a need exists to develop AI and statistical surrogates to predict the visualization of ensemble simulation output with any given configuration of input parameters. Visualization surrogates could skip generating simulation data and directly produce visualizations, allowing scientists to obtain a quick preview of their simulations to determine more salient parameters. Research is also needed to enable sensitivity analysis of the visualization surrogate models. The second direction is efficient feature representation. Advanced statistical and AI models could represent the spatiotemporal distributions of ensemble data in situ to reduce them for down-the-line interactive post hoc analysis, feature exploration, tracking, and visualization. The third direction is ensemble visualization infrastructure. For example, reinforcement learning (RL) can improve load balancing of data- and task-parallel visualization algorithms, such as particle tracing, density estimation, and feature tracking. Such algorithms can minimize resource utilization in the in situ analysis of ensemble simulations. Finally, sharing and making community-wide open ensemble data repositories will strongly benefit ensemble data visualization research.

3.1.5 Uncertainty Quantification

Visualization is a powerful tool not only because it can provide an intuitive understanding of information, but also because humans have evolved to believe what they see. However, scientific data is often inherently uncertain; thus, a single image at best represents one of many possible interpretations. This implied certainty can lead to misinterpretation and opens the door to deliberate bias and misleading conclusions. In general, understanding uncertainty is one of the most important scientific challenges of our time, and visualization techniques should be developed to help address it.

Key challenges

Scientific simulations and data are increasingly complex due to their scale, dimensionality, and modality. Associated uncertainty— inherent in all data and computational processes— makes analysis and decision-making increasingly challenging. Effectively conveying uncertainty to domain scientists is, therefore, an important challenge to enable trusted decision-making. Several aspects of decision-making under uncertainty require further research: (1) Although uncertainty visualization has been practiced in multiple scientific disciplines, a theoretical foundation of uncertainty visualization is in the early stages. The lack of theory and generalization prevents researchers from integrating uncertainty into standard large-scale visualization software, such as ParaView and VisIt. (2) Uncertainty exists at each stage in the visualization pipeline, from inaccuracies in measured and simulated data to uncertainties introduced by visualization algorithms: filtering, mapping, and rendering. Understanding the impact of uncertainty on individual algorithms and how uncertainty propagates through visualization algorithms is a significant research challenge and important for science-based decision making. (3) The evaluation of uncertainty visualizations is another significant challenge. How to visually represent uncertainty without impacting users’ cognitive load is not fully understood. We still are not clear how humans perceive uncertainty, and the bridge between cognitive and visual analysis needs further research. (4) Uncertainty visualizations are often computationally expensive, thus limiting human capabilities to interactively explore uncertainties and make decisions.

State of the art

Research in uncertainty visualization dates back to the late 20th century, with a few studies emphasizing the importance of understanding errors in computational and visualization pipelines [56][57]. Since then, researchers have made advances in uncertainty visualization of scalar-, vector-, and tensor-field visualizations and their topology, which are summarized in a few literature reviews [58][59]. Uncertainty has also been analyzed in specific use-cases or disciplines, such as biomedical imaging [60]-[62], climatology [63], and oceanology [64]. A few researchers have evaluated perception of uncertainties through studies on human subjects [65][66]. Overviews of the current state of the art in uncertainty visualization can be found in recent survey papers [48]-[67].

Research directions

A large spectrum of complex scientific workflows and use cases would need to be addressed by researchers to establish the theory behind probabilistic and evaluation models of uncertainty. Access to scientific workflows, use cases via public repositories, and integration of uncertainty techniques into visualization tools such as ParaView and VisIt would foster growth in uncertainty visualization.
research and application. Quantification and tracking of uncertainties through the visualization pipeline requires developing new probabilistic models for each visualization stage corresponding to filtering, mapping, and rendering in addition to understanding the interaction among probabilistic models. The evaluation of visual representations of quantified uncertainty can be facilitated by collecting human feedback via user studies on the aspects of uncertainty, including perception, interactivity, and decision-making quality. Such evaluation of a wide range of use cases designed through a collaboration among visualization, cognitive science, and applied science researchers would drive research in novel visual mappings for effective representation of uncertainty. Lastly, developing AI or surrogate models combined with HPC could help automate and speed up uncertainty quantification and decision-making processes, thus enabling efficient analysis in the case of large-scale simulation data.

3.1.6 Interpretability of Complex Systems

An often overlooked visualization use case is not focusing on any individual outcome or piece of data, but rather trying to understand the behavior of a complex system as a whole. This might be a trained ML model, the interaction of various control algorithms, or the behavior of a quantum system. The goal is to provide insight into how inputs of the system affect the outputs, despite the inner workings being too involved or even fundamentally unknowable.

Key challenges

Complex systems including ensemble simulations, black box models (AI/ML models in particular), and quantum systems present computing and data capabilities that are core to ASCR’s mission. However, for these capabilities to maximize their impact in high-consequence science and policy application scenarios, these technologies must address fundamental gaps in interpretability, characterization, and control of their outputs. Visualization can play an important role in addressing these gaps, and research advancing the theory of visualization for AI, quantum, ensemble, and other complex systems is required.

For classical complex systems (e.g., black box, ensemble output) and quantum systems, model interpretability within DOE-relevant scientific domains presents three unique challenges. First, the data—whether experimentally acquired or produced through numerical simulation—takes on a fundamentally different form. For instance, an AI model that aims to predict a quantity of interest (e.g., yield), given a sampling of a parameter space, presents fundamentally new challenges for visual exploration, where the method for visually conveying model prediction/explanation pairings can greatly impact an end user’s exploration of the parameter space. Moreover, AI models that function as physics-based surrogates tend to produce large-scale field data as a computationally cheap alternative to running a full numerical simulation. Thus, all of the traditional visualization challenges faced with analyzing data of high spatial and temporal resolution, and multivariate in nature, are exacerbated by model-based replacements. More specifically, these models might be wrong, and how or where they make mistakes is unknown. Even when presented with an interpretation of the model’s predictions, we are still left with challenges of how to integrate these interpretations with a visualization of the field itself. On the other hand, noisy physics experiments such as state-of-the-art quantum computing produce large, probabilistic, high-dimensional data during the era of noisy-intermediate-scale quantum [68]. Interpreting and analyzing the massive amount of noisy data is important in characterizing and controlling them effectively, optimizing their performance, verifying their computational output, and operating them in a stable manner. Meanwhile, underlying this stochastic, discrete-valued, high-dimensional data is a continuous-in-time, non-Markovian dynamical system.

The second key challenge stems from humans. Numerous stakeholders with various roles influence model interpretability. First, model builders with AI expertise require interpretability as support for model development (e.g., diagnosing why a model was wrong). Second, consumers of AI models wish to gain trust that a model performs well and for the right reasons. Third, laypersons (i.e., citizen scientists) can contribute to the construction of a model (e.g., through data annotation/gathering/curation) without requiring any background in AI. Though much research has focused on solutions in these individual categories, little attention has been paid to facilitating collaboration between stakeholders. The human-centered design of visual interfaces thus plays an essential role in establishing a medium for people of different backgrounds to express their expertise, abilities, and goals in collaboratively interpreting AI models. More details are discussed in the collaborative visualization in Section 3.5.2.

The third key challenge is ensuring that interpretability instills human trust in models. Any interpretation technique is subjective, making assumptions about the behavior of a model. Such assumptions could be about how a model makes predictions, the knowledge captured by a model, and the nature of an interpretation (e.g., whether features in
the input are correlated with, or cause, output predictions. A lack of transparency about how interpretations are formed (e.g., treating interpretation as a black box) can inhibit trust. Methods for interacting with interpretations thus become critical for users to express their own working knowledge on model behavior and, in turn, reveal how this relates to a given model interpretation.

State of the art

Despite the successes of recent advances in AI and quantum computing, the black box nature or the intrinsic complexity make these systems largely uninterpretable or controllable. To increase transparency, one commonly used form of visual explanation for AI models involves saliency maps [69][70], which indicate in the form of a heatmap which input features are important to an AI model in generating its output results. Supporting these explanations, several open-source packages can help with the computation of saliency maps, such as Captum [71] and XAITK-saliency [72]. Others extract high-level concepts that are connected to the model's decision but more intuitive to understand by non-experts [73][74]. Additionally, efforts to build inherently interpretable algorithms include explainability as intrinsic to the model design, rather than as an afterthought and in a post-hoc manner [75][76]. Another branch of research stems from the visual analytics domain that typically builds an interactive visualization system for a specific network type, application, or quantum computer type in order to present and connect the system-related details and learned features [77][78]. While the capability to interact with neural network details is more advanced, for the quantum information system, in-house data visualization tools are mainly used to benchmark the computers while having limited exploratory functionality [79]–[82]. Typically, tools present static 2D representation and statistical summary plots of high-dimensional data to convey benchmark quantum program performance, information flow through quantum algorithms [83][84], circuit comparison [85], qubit states [86], and results of quantum computations [87].

Research directions

Several promising research directions are associated with interpretability and eXplainable AI (XAI), though they often apply to any black box system. These research directions can be grouped into the following thrusts: (1) domain-informed XAI, (2) collaborative XAI, and (3) actionable XAI. Given the domain-specific knowledge required to understand the data (e.g., training data, results) of a scientific experiment or simulation, new methods for domain-informed XAI may prove useful by providing domain-specific languages (e.g., Tempura, Polyjuice) or concepts for users to interactively specify and modify interpretations. To reduce the annotation burden required to incorporate these user-defined concepts, the development of new semi-supervised or weakly supervised interpretation methods will also be required. For more complex systems like quantum systems, continuous innovation on scalable visualization and exploration of quantum-related data forms and device performance assessment will accelerate the community’s ability to extract insights that inform future technology designs. As AI models and their explanations must interface with a wide range of users, collaborative forms of XAI are critical. These forms will allow for the catering of interpretations to specific groups of stakeholders with the appropriate level of abstraction, as well as for bridging interpretations between domains to facilitate communication and collaboration between users. Finally, actionable XAI addresses the question of what to do with a model interpretation. Generating model explanations should not be the end goal of interpretability, but should instead drive additional learning and discovery towards producing actionable scientific insights. For example, counterfactual explanations can suggest the potential actions to overturn the model decision. To this end, interactive and human-in-the-loop methods for manipulating model explanations in causal manners to test different hypotheses in the context of prior knowledge will be critical. PRD 5 includes more discussion for human related factors and interactive visualization.

3.2 Interoperable and Adaptable Visualization to Support Diverse Scientific Workflows across All Scales

The accessibility of visualization tools and relevant data varies across a wide spectrum of users. Users include researchers and domain scientists whose expertise ranges from casual to advanced, including the ability to contribute code as a developer. Visualization scientists also range in expertise from casual to advanced in their ability to use a broad set of tools. Both domain and visualization scientists might also integrate visualization tools into specific use cases. Significant barriers exist to applying these tools effectively in a rapidly changing computing ecosystem. Distributed computing ecosystems are being developed that couple
experimental, observational, and computational facilities. These systems are operated using complex workflows to control and orchestrate the processing and movement of data, and visualization is a critical component of these workflows for understanding the scientific questions being explored. Visualization tools must be easily deployed onto diverse workflows across multiple domains running on varying hardware. Users of all experience levels need to be able to easily configure, connect, and deploy visualization tools in different ways according to their particular needs. Solutions to these challenges include increased usability and accessibility of visualization software, support for a wider array of data types, and efficient use of modern technologies.

3.2.1 Data Interoperability

Data management, organization, and access are essential components for any medium that deploys visualization systems. An effective visualization process, in part, relies on having data that aligns effectively with the visual representation’s requirements. For instance, a scientist performing a scientific experiment goes through many iterations of data acquisition, preprocessing, analysis, and insight across multiple data modalities and across different institutions (sometimes combining observations and simulations). Components in a workflow need to understand how to interpret the data they ingest as well as to ensure an understanding of the results they produce. Advances in compute and sensor technology, processing techniques (e.g., autonomous experiments), and incorporation of new modes of analysis (e.g., digital twins, ML) has resulted in a proliferation of data types, format, and tools. Unfortunately, this landscape has led to a proliferation of bespoke solutions that, while solving specific problems, are difficult to use outside their native contexts. One fundamental challenge in combining or generalizing these tools is that any connection of the bespoke data formats and descriptions requires significant effort and insight. To address this challenge, standardization has become not only necessary but can also be the difference between success and failure of a DOE project or effort. The description of data throughout the entire data lifecycle needs to be expressive, clear, and concise. Failure to do so impacts all layers of workflow orchestration—from resource allocation to meeting metrics for successful execution.

In addition, the complexity, scope, and power of scientific workflows will grow alongside increasing scope and size of scientific instruments. The challenges of these workflows are twofold. First, the workflows themselves are inherently complex and difficult to understand, and visualization is a natural way of representing the intention of a scientific workflow as a whole. The visual medium provides a window into a complex process and clearly informs the scientist about what information is known at every step, where the information exists, what form the data exists as, and most importantly, how effectively the scientific workflow is functioning across all scales of execution. Second, as experiment, observation, and simulations are coupled, the wide variety of data types and formats are a significant complication to performing analysis and visualization.

Key challenges

State-of-the-art methods are ill-equipped to provide insight, keep up with the complexity, or operate at the scales and modes of workflow systems, which are becoming more common for managing the increasing complexity of scientific campaigns. When multiple facilities are coupled across a campaign (e.g., experimental and HPC), the complexity of data processing and visualization increases. Data types, models, and representations can vary significantly in such scenarios. While a simulation of a scientific process may be based on a finite element mesh, an experiment or observation of this same scientific process may produce a large quantity of 1D and 2D images, signals, or spectra. These data are often captured in different formats and may exist in completely different spaces (e.g., frequency versus spatial domains). The data from AI and machine learning are different yet again, and often stored in a number of ways from the columnar and tabular to array-based and hierarchical. Data preparation, training, and model serialization of ML pipelines have seen an explosive growth in ways of describing and storing content, and efforts are under way to consolidate to more open standards. Additionally, autonomous experiments and digital twins produce higher order elements and often incorporate or leverage multimodal data. Additionally, coupling simulation with experiment requires precise tuning and control to ensure that all aspects of the pipeline effectively transform data between the necessary visual and analytical mediums. Further, data values may contain uncertainty or be incomplete for many reasons, including sensor tolerances, faults, acquisition noise, simulation input parameters, solver type, grid type, and resolution.

These outputs may be final products, or they may be further processed by other tasks in the workflow. Visualization tools and methods must be able to rapidly adapt to the real time constraints of the data which includes quality of the data and quantity and respond with results that match the experimental conditions. Without expressive descriptions of the data, generalized connections among components in a workflow is difficult. A workflow that couples multiple sources of data, for example coupled simulations, and
coupling between simulation and/or experiments and/or observations complicates the ability to visualize these combined results. Further, variations among scientific domains increase the challenge of providing interoperable, broadly useful solutions, which results in stove-piped solutions and missed opportunities for community building.

**State of the art**

As described by Mackinlay [87][88], “The expressiveness criteria determine whether a graphical language can express the desired information, while the effectiveness criteria determine whether a graphical language exploits the capabilities of the output medium and the human visual system.” These two criteria aid in determining which visual representation best illuminates the data. Thus, capturing the varied forms of data enables visualization systems to best capture the search space.

Traditional grid-based data types (e.g., structured and unstructured) have been well defined in the visualization community (see VTK, the Visualization Toolkit [89]). The VTK project has spearheaded the development of standards to describe, share, and visualize in a common way. The project’s visualization systems often take a plugin-based approach to incorporating future formats and types. Although they enable functionality at a tool level, these new data types and formats can lead to fragmentation because they are not core lexicons. Some of these new types of data may require new representation and standards. OpenPMD [90] provides a schema for describing mesh- and particle-based data. The eXtensible Data Model and Format (XDMF) [91] is a schema using XML for the standardized exchange of scientific data written in HDF5 between HPC codes and analysis tools. Fides [91][92] is a general-purpose schema for streaming and file-based data that supports the VTK-m [93] data model and uses ADIOS middleware [94] for access to streaming data. The Conduit [95] library provides a data model for scientific data using Blueprint [96] and is used for I/O, serialization, and code coupling. ONNX [97] provides an open format to represent ML models across a range of AI frameworks, runtimes, and compilers.

CF2 [98] provides metadata extensions in netCDF files for climate data, whereas Nexus is a common data exchange and archival format for neutron, X-ray, and muon experiments. Vega and Vega-Lite [99] provide a visualization grammar for interactive graphics. In current and next-generation pipelines, data increasingly comes in nontraditional forms. Systems that support autonomous, streaming, ML, and other data-driven approaches easily overwhelm the visual medium through complexity and volume. Novel techniques to sift through these enormous search spaces will be key. For streaming and ML data, efforts such as VISUS [100] and ParaView [101] data filters enable users to visually investigate ML data and model building. These platforms allow for creation and evaluation of ML pipelines.

**Research directions**

The quest for a single set of standards for scientific data has proved daunting. Even standards among similar types of applications are difficult. Research to aid in bridging these gaps include the following.

**Broader support for data types.** Effective representation for all variants of possible data types is likely not possible. However, broader support is needed with visualization tools to increase usability. Abstractions and motifs for classes of types can help broaden supported use cases, and should include descriptions of multivariate, multimodal, and high-dimensional data. Visualization of missing or incomplete data is another research direction to explore, as it will help answer questions about how comprehensively or precisely data-driven approaches cover the science space. These solutions can also play a key role when decisions are made without complete information, and having the ability to express how well a simulation or ML model fitting performs could be transformative. Data generated by simulations, experiments, observations, or AI-driven techniques will contain uncertainty that should be represented and used to guide decision-making processes.

**Transformations and conversions.** Multiple standards will likely be required within complex scientific workflows. Methods for the transformation or conversion from one data model to another provide a means of interoperability among visualizations. Methods for zero-copy transformations and conversions are ideal when possible. Conversions may require changes to the underlying data (e.g., resampling an unstructured grid onto a uniform grid for a visualization task that only supports uniform grids). In such cases, controls are needed to specify the acceptable error, data size, and other parameters. Methods for graceful failure are needed when a conversion between data types is not possible.

**Support for higher order mesh and fields.** Upcoming exascale systems and the increased use of accelerators such as GPUs have provided opportunities to rethink the solvers used by simulations. High-order numerical methods are ideally suited to take advantage of this changing computing landscape because they expose fine-grain parallelism and maximize the ratio of floating-point operations to energy-intensive data movement. High-order finite elements, in particular, have become a win–win proposition with respect
to both simulation accuracy and HPC efficiency, and a growing number of large-scale simulation codes at DOE and in industry have now shifted to high-order finite element discretizations [102]–[105]. Accurate visualization of both the geometry and field data is critical in many DOE applications.

**ML-based models.** As AI and ML become more integrated into the visualization process, they must be represented and visualized by themselves as well as in conjunction with associated simulation, experimental, and observational data. Associations and relationships among the different types of data are important, and methods for bridging these gaps will require new research.

### 3.2.2 Software Interoperability

Current visualization software and approaches are strained by today’s scientific community and ongoing changes to modern hardware and software infrastructure. The move towards computing ecosystems that couple HPC resources and experiments will require complex, distributed workflows and place significant new stresses on visualization software. Easily configuring and applying a visualization tool across a variety of scientific domains, use cases, and scales will be critical for success. Further, rapid technological developments in computing hardware, displays, and networking provide significant opportunities for innovation and improvements to scientific inquiry while posing a disruptive challenge. Recent trends in computer architectures have delivered a range of chips, both general purpose and specialized. Advances in networking provide increased connectivity among scientific instruments and scientists. Improvements in display technology and the development of additional modes of interaction provide unique opportunities for scientists to explore and collaborate.

**Key challenges**

Complexity in scientific campaigns is accelerating due to rapid technological advances, the distributed nature of computing ecosystems, and the large variety of data types involved. Visualization is a critical tool for helping scientists gain insight from this complexity. However, visualization scientists cannot create and maintain bespoke solutions for every scientific team. A shift towards a domain scientist-centric paradigm is called for. Specifically, instead of depending on visualization researchers, domain science users want to quickly adapt and innovate visualizations to solve particular problems. Examples include the coupling of experiments and simulations in novel ways or multidisciplinary investigations of a broad range of data. As a result, these users’ workflows are becoming more diverse, project specific, and oftentimes even task specific.

The situation would be more efficient and sustainable if visualization research could pivot from a focus on full-featured visualization research to serving as enablers of such scientist-centric customer workflows. A pressing research challenge is the absence of science users being able to easily configure and apply visualization tools across multiple scientific domains, use cases, and scales. Scientists want to mix and match various tools and analysis approaches. A common example is using data science environments such as Jupyter for simulation, analysis, and visualization, while integrating various libraries using Python. Such workflows are not compatible with monolithic tools that do not operate well within the rest of the scientific computing infrastructure. This need goes beyond traditional metrics (e.g., performance and flexibility) because the creation, deployment, and delivery mechanism of interactive visualization are also key to users’ success.

**State of the art**

Agility—especially the kind that empowers science domain users during self-driven processes to choose,
adopt, experiment, instrument, and share sophisticated visualizations—has not been a focus of past visualization research. The closest equivalents are efforts to provide in situ visualization. In situ processing is a rich space comprising numerous variations [106][107], but techniques are often grouped into three broad categories: in-line (synchronous), in-transit (asynchronous), and hybrid. A major focus of in-line in situ visualization has been on instrumenting a simulation code so that the visualization can use the same resources to process data as it is produced. In-line in situ visualization is possible with Libsim [108] and Catalyst [109] and can be used to instrument a code for Visit and ParaView, respectively. Ascent [110] and SENSEI [111] can be used to directly instrument simulation codes for in-line in situ visualization. (See Figure 3.2.2a.) Tools such as EPIC [112], Freeprocessing [113], and ICARUS [114] support an in-transit model where the data producer and visualization run on separate resources. Ascent and SENSEI also provide in-transit in situ using ADIOS [94].

The rapid growth of heterogeneous compute nodes, coupled with in situ processing, highlights the need for portability across different architectures. VTK-m [93] provides a portability layer for visualization algorithms. These efforts have demonstrated the benefits of portable algorithm performance across a wide variety of architectures [115]. Nevertheless, despite the goals of adaptability to any simulation code and interoperability, a common trait of existing in situ methods is the heavyweight process of adoption. Usually, not only software integration efforts are needed, but the science and visualization teams must also be integrated in the co-design model under which user-centered agility is out of scope. Meanwhile, an industry-proven but new to DOE paradigm that has shown promise is service-oriented architecture (SOA) [116]. At a high level, SOA is characterized by a self-contained black box that provides a well-defined set of features for users. SOA takes several forms, including infrastructure as a service (IaaS) [117], software as a service (SaaS) [118], and microservices [119]. The “as a service (aaaS)” paradigm has already been explored in the context of scientific visualization. A set of abstractions for using this paradigm for visualization is described in [120]. Tapestry is a system that can deliver interactive volume renderings of large-scale scientific simulation into the web browser on any device, including laptops, smart phones, and Microsoft Hololens [121]. (See Figure 3.2.2b.) Tapestry uses Amazon Web Services (AWS) where usage costs are very small. As another example, a group of small AWS instances can be organized into a swarm to provide interactive comparative visualization of terabyte-scale turbulent flows [122] from NOAA/NCEP (National Oceanic and Atmospheric Administration/National Centers for Environmental Prediction) models versus an actual observation data repository [123], where the total cost of the AWS instances is also very low. In both cases, the system can elastically scale to support 20–100 concurrent users. Currently, while the microservice model can deliver great interactivity into flexible user devices, the power and feature set of such services are limited in comparison to leading-edge in situ toolchains.

**Research directions**

The visual analytics and visualization workflows used by DOE scientists are increasingly diverse, presenting a challenge of developing reusable software across multiple domains. This current and future reality, paired with a limited number of visualization researchers and developers, requires software that is less monolithic and consists of modular components that can easily be connected by scientists to suit their needs. Research directions to empower such user-centered agility are considered below.

**Categorize motifs in visualization and analysis workflows.** Despite significant efforts, a recurring need is to discover and develop commonalities of visualization and analysis patterns across diverse domains. These patterns will provide the necessary abstractions with which to describe and ultimately develop modular visualization systems. Note that the goal is not to develop an all-encompassing standard—a task that has repeatedly failed over decades—but rather to understand which fundamentals are necessary and sufficient to service many application areas and

![Figure 3.2.2b](image-url) Interactive visualization can be embedded into a website, as in this example of a “NASA Knows” public educational website featuring four live 3D volume visualizations. Interactive exploration is supported on each of the images. The visualization service runs on a cloud resource and updates the webpage during user exploration [121].
facilitate software and algorithm reuse. Given conceptually complementary modules, connections can be implemented quickly to manifest an agile visualization ecosystem.

**Empower distributed collaborations.** Many cutting-edge research efforts involve collaborations across distributed facilities, a variety of tools, and diverse teams. A deeper understanding of how these collaborations operate and how both science users and automated analysis tools should best be coupled to reduce friction will significantly accelerate the time to insight. To be successful, visualization tools must be able to span multiple systems, workflows, and modalities. Bespoke solutions are too restrictive; solutions that can be “hot swapped” need to be available.

**Develop scalable, responsive, and intelligent visualization systems.** While the building blocks discussed above will ensure basic compatibility on a concept level (e.g., data filtering versus data rendering), individual modules must also become inherently more flexible; otherwise, instantiating connections will become too onerous and costly. A premium should be placed on modules that provide rich sets of accessible controls to adapt to new use cases and novel hardware potentially using intelligent feedback mechanisms (see Section 3.3.4) to support agile recombinations.

**Expand visualization infrastructure to encompass new modes of interaction.** As discussed in Section 3.3.4, a plethora of new display and interface hardware from VR to haptics is coming online. New approaches are needed to efficiently and effectively couple these new interaction paradigms with traditional visualization workflows, thus enabling rapid adoption of these technologies across the DOE complex.

### 3.2.3 Distributed and Streaming Visualization

Conventionally, visualization is performed post hoc: simulations, experiments, and observations generate and store data, then the data is loaded by the visualization tool for analysis. As discussed above, modern scientific workflows demand a more agile approach where data is accessed and visualized from wherever it was generated to increase the effectiveness of expensive experiments as well as circumvent bottlenecks arising from current storage limitations. This post hoc visualization use case is no longer sufficient. In addition, rapid technological improvements have produced a wide range of available computing hardware for data processing, analysis, and visualization (see Section 3.3.2). These resources can be distributed and include edge computing, supercomputing centers, local clusters, and laptops. Options for interaction and display are rapidly evolving and include VR and AR hardware, mobile devices, and notebook environments such as Jupyter.

**Key challenges**

Traditionally, visualization is performed post hoc on dedicated workstations or clusters using specialized software tools. Hardware accelerators (GPUs) are often employed to achieve the necessary compute performance because scientific visualization, especially at scale, involves the interactive rendering of numerous graphics primitives. The required hardware acceleration for high performance rendering is now available anywhere on systems ranging from mobile devices (e.g., tablets and phones) to supercomputers. This ubiquity enhances the expectation that visualization software will run everywhere.

Agility and flexibility are increasingly important requirements for visualization software. Scientific campaigns will be controlled by rigid workflow systems that require careful coordination of visualization tasks among the other data processing that occurs. Additionally, scientific campaigns are collaborative in nature and include scientists from multiple disciplines and located around the globe. A central challenge to meet these needs is access to data, which can take many forms: from disk, directly from a data producer (e.g., in situ), from a secondary resource (e.g., in transit), or from remote resources requiring network access (e.g., remote data center, experimental or observational facilities). Such diverse access patterns highlight the limitations of monolithic data visualization tools used in scientific workflows.

![Interactive visualization of a 200-terabyte scalar field (part of a 4-petabyte climate modeling dataset from NASA) in a Jupyter Notebook streaming the data using the OpenViSUS [126] framework from a remote server on the NASA Advanced Supercomputing infrastructure.](image)

*Figure 3.2.3* Interactive visualization of a 200-terabyte scalar field (part of a 4-petabyte climate modeling dataset from NASA) in a Jupyter Notebook streaming the data using the OpenViSUS [126] framework from a remote server on the NASA Advanced Supercomputing infrastructure.
Over the years, a vibrant and active research community has conducted important research and development of in situ visualization approaches. (See Figure 3.2.) To support current and future scientific needs, use of these techniques needs to become as easy and commonplace as post hoc visualization. The particular types of in situ visualization, as outlined in [107], are numerous and varied, and challenges remain. When paired with the different use cases needed by applications, these challenges only multiply.

State of the art

ParaView [101] and Visit [127] applications are DOE’s visualization workhorses. Development of both software tools began in 2000 to provide next-generation visualization capabilities for large-scale scientific data. Their capabilities include interactive visualization for both quantitative and qualitative analysis, distributed memory parallelism to support extreme-scale data, client/server execution, and state-of-the-art visualization algorithms. Over time, these projects were extended to support scripting through Python to integrate better with broader scientific workflows. These tools depend on VTK [89] for visualization algorithms and rendering. They have also integrated VTK-m, a visualization algorithm library that provides a portable performance implementation across multiple GPUs, and DIY [128], a package of scalable building blocks for data movement tailored to large-scale parallel analysis workloads. VTK, ParaView, and Visit have been at the epicenter for DOE visualization research over the last two decades, with new algorithms and techniques delivered from numerous research projects. Together, these tools represent almost a human-century effort to provide robust visualization for the DOE community’s essential needs.

The visualization community has also developed several domain-specific tools, such as VMD (visualization for molecular dynamics) [129], Tomviz (tomographic visualization of materials) [130], yt (astrophysics and cosmology visualization) [131], and Root (high energy physics visualization) [132]. These tools’ modalities vary from interactive visualization (VMD, Tomviz) to scripting environments (yt, Root).

A number of in situ frameworks are also available. Libsim [108] and Catalyst [109] can be used to instrument a code so that Visit and ParaView, respectively, can be used for synchronous in situ visualization. SENSEI [111] and Ascent [110] use code instrumentation to provide both in situ and in transit visualization. ADIOS [94] uses an abstraction of the I/O layer to provide data access across post-hoc, in situ, and in-transit use cases.

In addition to these specialized scientific visualization tools, the DOE research community leverages some visualization and data analytics libraries, especially those with Python and Jupyter based workflows, including Matplotlib [133], Plotly [134], and Bokeh [135]. These packages enable rich DAV capabilities in conjunction with 3D visualization libraries such as VTK.

The tools described previously are desktop tools and applications. So far, few production-ready visualization frameworks or tools delivered through a Web interface exist. One good example is Trame [136], a framework targeted at developing scientific visualization applications for the Web using only Python. Coupled with vtkWeb [137], which enables the use of VTK, ParaViewWeb [138] (i.e., ParaView over the Web), and vtk.js [139], which provides the rendering subset of VTK written in JavaScript, as well as several state-of-the-art libraries (e.g., Plotly, Matplotlib), Trame takes the first steps towards production visualization on the Web.

Research directions

One key finding from the recent workshop report on in situ data management [140] is the imperative for pervasive in situ processing. To be most effective, visualization must seamlessly fit into the pervasive in situ processing environments of the future. Current solutions that require instrumentation of both the data producer and consumer result in rigid interfaces that would require widespread adoption to become truly pervasive. Such an eventuality is unlikely given the diversity of scientific domains, software stacks, and visualization tools. Research is needed to address these limitations and provide new approaches to in situ visualization.

The distributed nature of future scientific computing ecosystems will result in additional modes of data access. Each of these modes needs to be as available and transparent to visualization tools as post hoc methods currently are. Further, given the diversity of use cases, the access patterns and scale of data will vary. Each domain and scientific team will have a particular type of access, which may dynamically change over the course of a campaign. Research to address these challenges include the following.

Flexibility of visualization across diverse environments, use cases, and scientific domains. For visualization to become more ubiquitous throughout diverse scientific workflows, the latter need to become nimble enough to be placed in arbitrary configurations. The visual analytics and visualization workflows used by DOE scientists are increasingly diverse, which makes developing reusable software across
multiple domains a challenge. Thus, the primary research
direction in usable and accessible visualization techniques
is to establish the commonalities in data access across
the domains of these analysis and visualization workflows.
The patterns that emerge can serve as a guide for the
discovery of new methodologies for data access that can
span multiple application use cases, and sources of data.
An additional research direction is investigating reusable
software development across visualization use cases (i.e.,
post hoc, in situ, and in-transit) for simulation, experimental,
and observational workflows. The needs, constraints, and
use cases will significantly vary across different application
teams. Understanding the types of optimizations and finding
flexible solutions for different combinations of application and
visualization use cases will increase the usability of visualization
tools. Finally, these software frameworks are anticipated to
need complete integration with ever-evolving AI frameworks.

**Identify novel ways for collaborative visualization
across distributed, streaming environments.** Scientific
campaigns are generally collaborative across a range
of disciplines, including domain, computer, and data sciences.
Collaboration among scientists is crucial to the understanding
and steering of observational, experimental, and simulation
efforts. When coupling these (e.g., simulation and experiment),
collaborative visualization is imperative to effective scientific
discovery. New techniques, tools, and frameworks for enabling
collaborative visualization across distributed resources are
needed so that scientists can understand the enormous
amounts and speeds of data that will be generated.

**Identify novel ways to perform visualization across
diverse sets of resources and interactive environments.**
Mapping a set of visualization tasks onto a set of resources
(including distributed resources) is a challenging problem that
produces tradeoffs in time, latency, resource requirements,
and quality of visualizations, so understanding these tradeoffs
and identifying novel ways to meet user requirements will be
crucial. Another important research direction is to explore using
visualization techniques in multiple computational environments
(e.g., desktop, Web, mobile, eXtended reality [XR]) including
desktop environments and scripting environments such as
Jupyter/JupyterLab. Frameworks compatible with various
environments increase accessibility to a diverse audience,
including domain scientists and visualization researchers.

### 3.3 Harnessing Technology Innovations to Accelerate
Science through Visualization

To stay current, visualization research must consider and
take advantage of technology innovations in other research
areas. This includes novel HPC hardware, which has always
been a driver of visualization research at DOE, as well
emerging computing modalities such as cloud, quantum, or
dge computing. Because energy-efficient HPC continues to
require increasingly heterogeneous compute environments,
efficient DAV on these systems will depend on the ability
of future visualization approaches to take advantage of
these technologies. On the other side of the spectrum,
new hardware for human–computer interaction (HCI) is
providing new modalities for visualization, such as consumer
VR and AR headsets that present new opportunities as well
as significant open challenges. Finally, ML is enabling some
disruptive advances (e.g., in dealing models rather than data).

#### 3.3.1 Novel Computing Hardware

Due to a variety of market forces, HPC and computing in
general are undergoing a revolution in computing hardware
and methodologies. Trends include increasingly specialized
computing hardware such as GPUs, ML/AI processors, field-
programmable gate arrays (FPGAs), and mobile computing.
These new technologies continue to be disruptive forces
bringing numerous challenges and opportunities that cannot
be ignored if we expect to support discovery in scientific data.

**Key challenges**

Recent developments in HPC systems have resulted in
disruptive changes in computer hardware requiring, in turn,
dramatic changes in large-scale parallel codes. Most notably,
GPUs have become ubiquitous, both in HPC environments
as well as in user’s laptops/workstations and at the edge.
Trends suggest that we will continue to see regular paradigm
shifts as we near the end of Moore's Law [141], and several
new hardware technologies have the potential to be such
disruptive forces. ML/AI-specific hardware, such as tensor
cores (TPUs), half-precision, and neuromorphic chips, is
becoming more widespread. Early research has shown this
hardware can be applied in other computing scenarios to
great effect [142], with potential applications for visualization
and analysis. FPGAs may also be on the horizon as features
in HPC/cloud computing nodes and already have many
applications at the “edge” in sensors and remote instruments.
Ensuring that DOE’s visualization capabilities continue to perform through computing paradigm shifts is challenging yet vital. Hardware is a continuously changing landscape for which we must constantly adapt and evolve our visualization algorithms and software. Visualization researchers must reimagine the way DOE scientists work with and experience their data through interactive, collaborative, and intelligent interfaces in concert with advances in diverse DOE-relevant computing modalities, which can include next-generation HPC, edge computing, neuromorphic architectures, novel hardware, quantum computing, and others. Many of these computing modalities originate as target hardware for other applications (e.g., ML/AI), giving rise to the challenges of identifying the best mix of technologies for a given DAV pipeline and mapping the appropriate algorithms to the appropriate hardware.

State of the art

Chris Johnson prophetically identified “efficiently utilizing novel hardware architectures” as a key challenge for visualization research [4]. Indeed, one of the largest software challenges introduced by exascale computing for visualization, as well as other scientific software, is accommodating numerous programming models with each vendor providing their own preferred programming language.

Several software APIs that act as a porting layer between these devices have been created including OpenACC [143], OpenMP with offloading, Thrust [144], SYCL, and Kokkos [145]. These APIs provide abstractions that simplify porting, but leveraging them effectively can still be a challenge. Most of the recent research in utilizing new computer hardware for visualization has leveraged one or more of these porting layers [146]. To date, the most complete visualization library for accelerator processors is VTK-m [93], which can adapt to several of these porting layers for more complete device coverage and contains its own abstraction layer to simplify the development of visualization algorithms [115]. Additionally, several hardware vendors provide hardware-optimized libraries for rendering, an important subset of scientific visualization [147][148]. For example, these improvements have increased the use of interactive ray tracing—once considered too computationally expensive for real-time rendering use—into visualization platforms such as ParaView [101], VisIt [149], VMD [129], Vapor [150], and others.

Note that the majority of research in scientific visualization has focused on leveraging CPUs, GPUs, and related processors. Very little work has addressed FPGAs or other more “exotic” hardware such as neuromorphic chips. Although some porting layers like SYCL have the potential to compile code to processors like FPGAs, the potential is currently unexplored.

Research directions

As computing hardware continues to evolve, diversify, and specialize, DOE researchers must keep an eye on the horizon of new technology. By the time a computational technology becomes widely available, DOE science customers will already be dependent on it, unable to wait for analysis and visualization solutions to catch up. Thus, the DOE visualization community must properly research the use of these disruptive technologies in advance and be ready if and when these processors take hold. The following lines of research should be the most helpful.

Identify novel ways to leverage emerging and existing technologies. Each new form of compute hardware comes with its own benefits, detriments, and idiosyncrasies. Researchers are tasked with learning how to exploit the benefits while avoiding the detriments. Thus, research helps us understand the limits of hardware programming models and helps us push those limits to grow our visualization capabilities. Research should proactively focus on hardware (e.g., TPUs, FPGAs) that may not be widely used in DOE now but could become predominant as HPC and edge systems evolve. More forward-thinking research is necessary for developing technologies that may become viable in the future, such as quantum or neuromorphic computing.

Identify common motifs for DAV along with abstractions for algorithms that encompass a wide range of hardware. A motif is a computational pattern common among a group of software problems, algorithms, or applications. Motifs are useful in examining hardware in the context of the motif so that a discovered solution may be applied to numerous algorithms, rather than rediscovering the same solution multiple times for different algorithms. Motifs can also be used to guide the abstractions created for development on new hardware. Multiple branches of parallel computing have developed useful motifs [151][152]. Taxonomies of visualizations have been proposed [153][154], but they need to address the algorithmic challenges of implementation and, ideally, match with the motifs of other computational domains. From a set of motifs, algorithmic abstractions offer the means for designing platform-portable implementations. VTK-m is an implementation that provides abstractions allowing the efficient design of visualization algorithms across DOE’s most prevalent compute hardware [115]. Although effective, these abstractions are insufficient to address visualization needs in upcoming compute hardware. Making broad abstractions that can be applied from FPGA to neuromorphic computing will be challenging and may require completely new approaches.
Provide a unified infrastructure and ecosystem to manage interactive visualization across varied software and hardware. The demand for interactive visualization for remote experiments and simulations is increasing, while the diversity of the hardware infrastructure grows with HPC, edge, cloud, XR, visualization walls, and other features. The goals of visualization overlap greatly with ASCR’s research in heterogeneity [155], which focuses mainly on adaptive workflows, and that of edge computing, discussed later in this report. An additional challenge is the requirement to support analysis and visualization in all parts of the ecosystem (see Section 3.2.3). Analysis and visualization do not have the luxury of choosing the preferred hardware and location, and transferring voluminous data among components is often impractical. Visualization and analysis software implementations must therefore be flexible enough to move computation to data, which could reside on a variety of different node types.

3.3.2 Nontraditional Computing

In addition to innovations to compute hardware, mostly in HPC environments, nontraditional computing approaches (e.g., edge and mobile computing, cloud computing, quantum computing for DAV) are becoming more prevalent and thus affect visualization research. This includes edge and mobile computing, cloud computing, and quantum computing for DAV. In particular, for research involving remote facilities and environmental sensing, edge computing will become increasingly important for processing data. However, the term edge is quite broad and encompasses sensors and scientific user facilities, networks, and wearable devices. Similarly, mobile devices offer access to data in the field and anywhere in the world and require new visualization approaches. Cloud computing offers resources on demand that in the past have been limited to HPC centers. Finally, DOE is making significant investments in quantum computing due to its potential to revolutionize computing in general. Early research in using quantum computing for visualization and data analysis is necessary to avoid missing future opportunities.

Key challenges

A key challenge driving edge, mobile, and cloud computing is the fact that DOE facilities produce experimental and observational data (EOD) at increasing rates that overwhelm on-site analysis capacity. Thus, there is a need to move analysis to HPC resources or the cloud. Data rates from a large number of experimental facilities and sensors will exceed available network bandwidth, even if 5G networking provides additional capacity, and the growing network bandwidth for data transfer will pose additional pressure on available HPC resources. Data reduction at the edge is one possible approach, but needs to be trusted by scientists [156]. Edge and cloud computing resources consist of heterogeneous hardware and are highly distributed with the possibility of in-network compute resources [157]–[159]. Distributing visualization and analysis computation between edge, network, and HPC center/cloud and developing appropriate compressed data representations suitable for distributed processing remain key challenges. At each location in the data processing pipeline, computing resources are highly heterogeneous (e.g., microcontroller, CPU, GPU, FPGA, custom hardware) and may need to satisfy additional constraints (e.g., cost, power consumption, size, suitable for extreme conditions).

Furthermore, mobile devices are becoming increasingly powerful, having a compute performance that once was only available via supercomputers. Combined with high-resolution displays and intuitive touch interfaces, they provide new opportunities to interact with data anywhere, which is particularly useful in the field. However, visualization needs to consider additional requirements, such as smaller display sizes and real-time data processing. Finally, edge computing systems operate on data in situ—allowing applications to reduce latency, decrease bandwidth, preserve privacy (i.e., process data and discard), and improve resilience (e.g., distributed processing, analysis, and control). Future visualization and analysis tools must support workflows that combine edge-based and centralized-resource analyses, facilitating efficient streaming algorithms, data compression, data decimation, and data transfer among edge resources and between the edge and centralized resources (see Section 3.2). A need also exists to expose meta-analyses of the edge resources themselves to study resource placement, resource efficiency, and related optimization problems.

Another opportunity for visualization to take advantage of the changing computing landscape is through the emergence of ubiquitous cloud resources. DOE science projects are becoming more collaborative, complex, and agile, resulting in a pressing need to make scientific tool sets more flexible, scalable, and available to meet the increasingly diverse and on-demand user tasks. The requirements go beyond scaling and capability, which have been the tenets of mainstream scientific visualization platforms. Recent progress in cloud computing could support this need for faster, more elastic, and more flexible processing to decrease the time to discovery. However, this approach will require significant adaptations of existing visualization infrastructure.
Finally, quantum computing also has the potential to significantly impact visualization research. Classical computing encodes information as bits, which can take on a value of either 0 or 1. The qubit is quantum computing’s analog to a classical computing bit. A qubit can take on a value of 0 or 1, or a linear combination of values between 0 and 1, due to the quantum physics effect of superposition. This fundamental shift in the compute paradigm will have profound impacts across the hardware-software stack, from how we write and control our software to the core algorithms that support quantum-enabled visualization and science.

**State of the art**

The traditional workflow for scientists gathering and analyzing data at DOE facilities is to temporarily cache the data at the instrument, then transfer the data across, for example, ESNet to computing centers for analysis, processing, and visualization. However, edge computing shifts this paradigm. Today’s scientific endeavor no longer considers the instrument as simply a data source, but rather as an integral part of the new digital continuum. Analysis, processing, visualization, and insight are needed along the entire spectrum of resources from the instrument to the supercomputer. DOE facilities are rapidly embracing this new paradigm and adding edge computing resources that are as diverse as distributed sensors to beamlines at DOE laboratories. Five applications that link scientific instruments and HPC facilities (including Argonne’s Advanced Photon Source, the Argonne Leadership Computing Facility, and Stanford’s SLAC National Accelerator Laboratory) were studied to understand the patterns and technologies [160]. Researchers found that the experiments varied “significantly in their data rates, flow, and action runtimes, use of heterogeneous resources, and geographically distributed execution.” Understanding the patterns they exposed, from online data processing to ML training, will be useful for creating reusable forms and developing solutions that can be shared across domains. Scientific software stacks are evolving; to date, only a handful of prototypes exist to support running AI computation at the edge and to analyze or control the instrument directly. Fewer still analysis and visualization frameworks exist for exploring data being processed at the edge. (See Figure 3.3.2.)

Cloud computing performs parallel computing in an elastic manner. Especially in the consumer Internet world, cloud computing methods (e.g., MapReduce [161] by Google) have achieved success that was previously unfathomable for on-
demand use cases. Even in 2004, MapReduce was reported to process terabytes of data daily. Today, petascale cloud computing is routine for Internet companies. Elasticity in cloud computing describes the ability of a system to dynamically adapt to workload changes by provisioning and deprovisioning computing resources [162]. Using elastic parallelism to perform scientific visualization in the cloud is relatively recent. Example systems are Tapestry [163] for time-varying volume rendering and VCI [164] for turbulent flow visualization; when deployed on AWS, such cloud-based visualizations are freely and on-demand available to any users with typical consumer-grade Internet access. Cloud computing also helps to reduce the resource needed in the front-end client, thereby enabling thin clients such as smartphones to access interactive visualizations from a visualization service, also known as a VaaS (visualization as a service). While these examples of public-cloud VaaS deal with datasets in terabytes, research for petascale (and beyond) datasets of petascale has also started in the HPC realm to create visualization services, whether as independent services [120] or in relation to broader data services like Mochi [165][166].

While quantum computing capabilities are still in their infancy, preliminary research is already under way to understand how this revolutionary computational mode can be applied to visual analysis and image processing. For example, Santos et al. have achieved a hybrid classical-quantum Monte Carlo path tracer with the first-known quantum-generated images [167] and an independently proposed quantum-based algorithm for the full ray tracing pipeline [168]. Current quantum devices are extremely limited in their ability to perform computations on arbitrary data, as the data must be transferred to the quantum device and any modifications obtained from the superposition. Santos et al. use the quantum device to perform hemispheric sampling for simulated radiative transfer, leveraging the quantum superposition to calculate multiple sampling results simultaneously. However, this computation mode has unacceptable data transfer costs for nontrivial datasets. Amankwah et al. [169] describe an approach for efficient encoding of pixel data for N-dimensional images, which provides the foundation for new families of quantum methods for image analysis, vision, and ML that work with pixel-based data. Their approach provides optimal circuit implementations that are amenable to compression and that overcome high gate counts associated with previous approaches. Furthermore, recent algorithmic efforts are starting to look at the intersection of ML and quantum computing by attempting to formulate quantum algorithms that perform ML with significant speedup (e.g., polynomial, exponential) over their classical counterparts [170][171]. TensorFlow Quantum [172] is a quantum machine library for rapid prototyping of hybrid quantum–classical ML models with a focus on quantum data.

Research directions

Visualization and analysis algorithms for heterogeneous, distributed compute resources. Novel hardware solutions (e.g., low-power single-board computers with GPUs, FPGAs) provide significant processing power at a low cost while requiring little energy and space. Industry trends in robotics and autonomous driving continue to drive down their costs while improving performance. Compute power is becoming available in networks [173][174]. Using this novel, low-cost hardware presents a unique opportunity to process, filter, and compress data directly where it is produced and avoid wasting network bandwidth as well as computational resources. However, utilizing this hardware effectively requires further research in implementing DAV algorithms on highly heterogeneous architectures (e.g., through the use of abstractions and software frameworks). This research area significantly overlaps with the novel computing hardware discussion of Section 3.3.1 and software for distributed and streaming visualization of Section 3.2.2, but includes research on (1) satisfying power and resource constraints for analysis on site; (2) identifying appropriate data reduction methods [156] and appropriate data formats for distributing computation across edge, network, and HPC center/cloud; (3) leveraging opportunities for using edge compute power to provide real-time feedback during experiments as well as distributed compute power for digital twins at HPC centers; (4) leveraging opportunities of having compute power in the network; (5) taking into account the streaming nature of EOD and developing methods for visualization and analysis of data while it is arriving (e.g., incomplete data, changing data, streaming data); and (6) addressing key challenges and unanswered questions pertaining to use of quantum platforms for visual data analysis and exploration, such as quantum data encoding, effective use of quantum hardware for key algorithmic motifs, and increasing understanding of how quantum platforms can provide an advantage over classical computing in the area of visual data analysis and exploration.

Flexible distribution paradigms. As today’s simulations have entered the exascale era, visualization pipelines, whether in situ or post hoc, are becoming very sophisticated. Many existing capabilities have been built on top of traditional programming models such as MPI and OpenMP. These models do not directly translate to elastic parallelism, which is the foundational assumption of cloud computing. Hence, even though early evidence shows that cloud
computing can be beneficial to scientific visualization, significant needs have arisen for new research to truly understand how cloud computing can impact user needs at the level required by DOE’s visualization tool chain. The following lines of research should be the most helpful: (1) understand and develop ways to leverage elastic parallelism for parallel visualization in general; (2) develop methods for elastic visualization algorithms to effectively interact with diverse data producers; (3) develop methods to forecast, provision, and distribute workloads of parallel visualization so that cloud computing resources can be elastically leveraged; and (4) identify, understand, and enable use cases showing how DOE-scale scientific visualization can be used by teams of scientists in an on-demand fashion.

**Visual data analysis and exploration at the edge.**

One goal of data analysis on an edge platform is to reduce bandwidth, transmitting only the essential observations, compressed data, or the result of data processing (along with some assessment of the uncertainty in the edge data). Usually all data cannot be sent; thus, to ensure important science is not lost, scientists need to visualize and monitor activity at the edge. Visualization tools for monitoring activity at the edge must be developed, and one challenge is how to decide which data to send to the scientist and how to present it. Scientists may want to visualize what led up to an event, so the “process and discard” nature of edge platforms must be adapted to enable this. Detecting and highlighting anomalies [175] can provide insight for scientists for unexpected edge activity. As pointed out in DOE’s Advanced Scientific Computing Advisory Committee (ASCAC) subcommittee report on AI [176], pre-programmed triggers are expected to be replaced with “algorithms that can learn and adapt, as well as discover unforeseen or rare, rate-limiting events that would otherwise be lost in compression.” Research is required in algorithms that can perform this learning and adaptation. In addition to monitoring the science at the edge, the cyberinfrastructure itself must be monitored. Further research is also necessary to develop methods for monitoring complex workflows consisting of compute capabilities in many places (i.e., adaptable visualization to support distributed, diverse scientific workflows of diverse domains). Monitoring distributed workflows includes network visualization for controlling data transfer and dashboards for system health overview.

Exploration at the edge will benefit from advances in hardware (see Section 3.3.3). Mobile devices already provide effective means to interact with data at the edge. Additional opportunities are offered by mixed reality (MR) technology (see Section 3.3.3). Future research is necessary in how to use powerful mobile devices and new MR technology to enable the interaction with data at the edge. This work needs to identify the right MR visualization metaphors/design patterns to make best use of human visual intuition for scientific decision-making. Appropriate visualizations and dashboards can help in controlling experiments, influencing sensor placement, and improving data collection. Furthermore, new ways are necessary to couple experiments and sensors to simulations that are digital twins as well as visualize the output for informing experimenters during experiments.

### 3.3.3 Hardware for Human–Computer Interaction

While novel computing hardware within DOE has traditionally meant large computing systems that produce data, the scientific information contained within this data is of most interest. Therefore, new hardware that allows scientists to more easily, more intuitively, or in general more effectively explore and understand their data and what it contains is becoming increasingly valuable. In particular, display and interaction modes like VR and haptics may enable innovative ways to experience complex data with a significant potential for new discoveries. (See Figure 3.3.3a.) However, fully exploiting these opportunities requires new tools and techniques in the area of HCI, especially in the context of large-scale science.

**Key challenges**

As we look towards the future of hardware that facilitates human interaction and understanding, we envision a new era of scientific discoveries where visualizations enable DOE science users to interactively and collaboratively explore their data through novel display and interaction technologies—from commodity head-mounted displays to large-scale immersive environments, from desktop and touch displays to high-resolution display walls, and from haptic interfaces to audio and olfactory devices. The term **novel display and interaction technologies** includes, on the display side, the superset of XR, the superset of AR, MR, VR, and anything in between, high-resolution tiled displays, and tabletop computers. On the interaction side, our definition includes outputs (e.g., display, audio, haptic, olfactory devices) as well as inputs ranging from touch and speech to hand gestures and even head- or eye-tracking devices.

New technologies introduce new HCI challenges, as we rethink and reevaluate how we communicate with the computer and vice versa. The traditional mouse paradigm works well with commodity computers; however, it does not translate well when
using novel display technologies. In many of these mediums, the DOE scientist is more actively engaged with their data, as they are usually immersed and walking around it. Additionally, novel interaction technologies would allow the user to experience their data through other sensory channels and control the simulation using their thoughts, voice, or muscle movements. In other words, the scientific challenge is to devise natural interaction paradigms, allowing scientists to explore, analyze, and make scientific discoveries in novel display technologies.

Like the components of supercomputers and edge devices of today's DOE user community, visualization teams today rely on commodity hardware built for communities with differing interests and goals. DOE users are often concerned with enormous datasets, while many commercial XR (AR, VR, and MR) technologies are resource constrained. The realism needed for their intended audience is faked through texture mapping and similar technologies that are not reasonable solutions for science. The challenge is leveraging the rapidly evolving advanced display space for scientific use cases.

Scientists today require more interactive, collaborative tools to analyze their large DOE datasets. Novel display and interaction technologies would allow them to explore their data in unprecedented ways, but a seamless integration of these technologies with DOE scientists' workflow is missing. The technology and tools must allow for a way of accessing and manipulating the data simultaneously while also allowing for feedback from those physically close but not currently immersed in the same environment, as well as potentially those colleagues who are part of the same VR connecting from remote locations. These new paradigms will lead to digital twins of the real experiments, and the implications must be thoroughly researched.

State of the art

Within the context of DOE science, research teams have begun investigating novel display technologies to enhance users' experiences and provide more insight. Raybourn et al. explore the challenges and opportunities for interaction and data display within XR environments, particularly the support for multiple viewpoints and perceptions in multiple spaces [177]. One approach to providing a rich rendering of complex environments is using 360-degree surround-view panoramic images. Marrinan et al. have developed a technique to reduce image artifacts and have begun looking at ways to add interaction [178]. Reipschlager et al. have begun to look at the combination of novel displays, combining AR-based glasses with large-format displays to facilitate data exploration and analysis [179]. Other teams have been researching novel displays to aid analysis and sense-making for over a decade [180], though with little focus on science specific to DOE’s Office of Science. State-of-the-art tools are now available from vendors such as Intel’s Embree [181] and Nvidia’s OptiX [147] and Omniverse, along with tools that DOE has already invested in, such as ParaView and in situ libraries like SENSEI [111] and Alpine [110]. These tools can be coupled with commodity gaming engines (e.g., Unity and Unreal) to simplify and enhance development efforts. Additional understanding is needed about how these tools, when combined with novel displays, can enhance scientific output. (See Figure 3.3.3b.)

Research directions

As discussed above, empowering scientists to interact with their data in fundamentally new ways has the potential to significantly change how we analyze data and how we form and communicate new hypotheses. However, few of the established interaction and visualization paradigms directly translate to new modes of HCI. Significant research is needed to bridge this gap and fully realize the potential of novel technology to impact large-scale science.

Rendering large data on novel display technologies.

Realistic visualizations of large data on very large displays, domes, VR, and other systems impose significant new constraints and requirements on rendering algorithms substantially differently from the methods used for desktop-based systems. Whether these requirements are due to high pixel counts, the need for constant high frame rates, or low tolerance of imaging artifacts, rendering very large data on such displays will require a new class of techniques.

Figure 3.3.3a An engineer interactively exploring complex airflow inside an electric vehicle cabin by directly seeding particles in the flow. Credit: John De La Rosa, National Renewable Energy Laboratory.
that more flexibly and elastically handle multiresolution representations of massive data.

Developing novel user experience components. Novel display technologies do not have the same affordances as a computer monitor, similar to the way that a desktop graphical user interface (GUI) does not translate well on a smartphone, or the way that traditional GUIs will not work well on an XR device or tiled display wall. Likewise, interaction paradigms will differ as the mouse becomes obsolete. Consequently, substantial work in user experience (UX) is needed to identify how users operate these new devices, how we can make them more usable and user-friendly, and how device UX will make users’ jobs easier. As solutions are developed, corresponding research must strive to understand the effectiveness of the solutions’ impact on DOE’s mission science (see Section 3.5.3).

**Enabling remote and co-located collaborations.**

Breakthrough science brings world-renowned experts and unique resources together to solve big, difficult problems. While novel display technologies will enable scientists to immerse themselves in their data literally, these tools currently lack methods for effective collaboration in such an environment. Remote and co-located collaboration infrastructure is needed that will allow two or more scientists to connect, look at, and discuss their data—this includes tools to annotate, filter, explore, analyze, and share findings and data. Furthermore, with continued investment in user facilities across the nation and the ever increasing complexity of these devices, a need exists to interact with experimental science in real-time. Research is also needed to enable changes to be instantly applied and the results visualized, allowing scientists to “teleport” themselves into the micro- or macrocosm of their data independently of where it is being generated.

### 3.3.4 Machine Learning

As with many scientific fields, ML has been rapidly changing how the field of visualization approaches technical challenges and opportunities, particularly over the last decade. This section specifically focuses on harnessing ML to improve our visualization capabilities for science, rather than on using visualization to evaluate and improve our understanding of ML or coupling ML processes with visualization. Note that ML for data representations and interpretability of ML are discussed in PRD 1, and ML for personalization is discussed in PRD 5.

**Key challenges**

This section focuses on the challenges of using ML in visualization approaches, including how it changes algorithm design and interactions with humans in data analysis pipelines. ML can offer enormous benefits to visualization: improving accuracy and computational speeds, capturing and inferring features that blend human input with computational analysis, and providing statistical models for complex data. Ultimately, ML is helping visualization to keep pace with the massive growth in generated data. The challenges for using ML in data visualization emulate its use in many other subfields of computer science, but can also lead to subtle differences that demand careful consideration of different use cases.

One broad area that requires further investment is applying and developing the most appropriate ML models for visualization applications. This challenge could benefit from a closer collaboration with the ML research community, as many of the primary applications of ML (e.g., computer vision and robotics) reside in a different constraint space than does visualization science. Techniques that work in those applications may not successfully generalize or have the required robustness to work in visualization settings. The demands and expectations for model explainability and interpretability are also different in a visualization use case, particularly when models complement existing data analysis. A second key challenge relates to the availability of data for ML in visualization settings. Often, scientific datasets come with limited supervision/labels and may indeed be a singular instance. Scientific observations and
simulations also produce a diverse set of data modalities (e.g., fields, grids, meshes, particles). We further lack benchmarking data for broadly evaluating ML methodologies. Finally, clear computational and mathematical gaps require significant research investments. For example, in an in situ setting, allocated computational resources for an ML model may slow the simulation, or generally using such resources for a deep learning approach may be prohibitively expensive (e.g., if hours of training are required). While the state of the art is demonstrating a number of successful applications of ML, we must also close gaps on the mathematical side to explain how and why these models work (e.g., how best to incorporate physical constraints into a neural network).

**State of the art**

The visualization research community has used ML in various tasks in visualization pipelines, including ensemble and uncertainty analysis, data and visualization generation, feature extraction, deriving and presenting complex relationships in datasets, and improving performance and scalability in extreme-scale systems. While there are numerous examples of recent work in this area, we point the interested reader to three specific surveys on utilizing ML in visualization, all published and or updated no earlier than 2021 [182]–[184]. To understand parameter spaces in ensemble simulations, researchers developed deep learning–based surrogate visualization models for domain users to explore possible outcomes of different parameters without running expensive simulations [52]. Such deep learning models are also used to emulate part or all of the visualization process in volume visualization [52] [185]. Another successful use of ML in visualization is data representation (see Section 3.1.1), and ML algorithms have also demonstrated effectiveness in extracting, characterizing, and analyzing salient geometrical and topological features for visualization [186]. For performance and scalability, researchers have used RL to optimize particle tracing’s parallel efficiency, load balance, and communication costs for flow visualization in distributed-memory systems [186][187].

**Research directions**

Keeping pace with the explosion of ML research requires DOE to make a sustained investment. We outline some of the most promising research avenues below, noting that the best approach might ultimately be to pursue a diverse portfolio of research at the intersection of ML and visualization.

**Developing and building trust when ML is applied.**

Visualization fundamentally helps us interpret complex phenomena. Incorporating a process from ML into a visualization pipeline potentially introduces opportunities for misinterpretation and uncertainty. Additional research is necessary to mitigate this and ensure that we can reap the benefits of using ML without creating additional downstream problems. Potential research directions consist of: (1) developing explainable ML models, for which we can easily interpret what they contributed to the analysis and why; (2) building a representation of model uncertainty via Bayesian inference, targeted at model-based surrogate representations of large-scale data; and (3) further developing visualization methods that are naturally capable of presenting the statistical nature of the model rather than simply treating it as a black-and-white process.

**Using ML to enhance our summarization capabilities.**

While visualization plays a role in efficiently presenting data to analysts, success often relies on careful encoding choices. Meanwhile, ML is extremely promising as a module for extracting features in individual datasets and for computing relationships across multiple datasets. We thus see opportunities for ML in improving human–interface collaboration, with research directions spanning visualization recommendation systems, models of human interaction that facilitate customizable visualization design, and active learning techniques for cost-effective elicitation of domain knowledge in steering ML feature extraction.

**Sparse and semi-supervised ML models.**

While many ML approaches, particularly deep learning, are enormously data hungry, in many DOE applications we may only be visualizing a singular dataset for analysis, or enter an entirely novel problem domain for which data does not exist. Thus, “black swans” can become more common for learning, whereas much of the existing success with ML does not face such data limitations, or can address such limitations with data augmentation. Within the DOE space, ML techniques that support visualization need to address a notion of generalization that differs from convention—one that allows models to rapidly adapt to novel problems, given prior data/knowledge from a set of potentially heterogeneous domains. Research topics ranging from how best to adopt meta learning, few-shot learning, and transfer learning in visualization contexts are promising in addressing these problems.

**Understanding the tradeoffs of data- versus physics-driven ML.**

Recent developments in computational science are now utilizing physics-informed neural networks to replace traditional partial differential equation–based science. Directly encoding physical properties is an appealing utilization of ML, for which the visualization community should also seek opportunities to preserve and translate these physical
properties into analysis. Physics-informed models for visualization can improve the explanation of ML models, as they satisfy the laws of physics by design, not just approximately via optimization. Knowledge of physics in designing model-based surrogates also has the potential to significantly reduce data requirements, thus making ML models more practical as surrogates, or feature extractors, in visualization applications.

3.4 Improving Equity in Accessing and Engaging with Scientific Data and Processes

The previous sections implicitly, and often explicitly, focus on the challenges the field of visualization faces to support scientific discoveries at DOE. However, scientists are not the only audience of interest to DOE. ASCR has a vested interest, for example, to reach out to future scientists [188], especially those in minorities and underserved institutions. Similarly, DOE’s role is not only focused on making discoveries, but also on communicating them to the general public, conveying the resulting policies, and supporting policymakers in their decisions. Reaching these audiences and where possible raising visualization literacy as a whole should be considered an explicit goal of visualization research at DOE. As captured in the well-known phrase “a picture is worth a thousand words,” a good illustration is often the most intuitive, concise, and effective way to convey complex information. Moreover, some of the biggest impacts of other agencies such as NASA or the National Institutes of Health have come from inspiring the public’s imagination about a Moon landing or communicating the risks of smoking. Additional research opportunities stem from the fact that what constitutes a good illustration depends heavily on the audience and purpose of the visualization.

In the context of this report, acknowledging that science communication is a primary goal, and that visualization in particular has an outsized role to play, raises a number of fundamental challenges. Each audience might require a different visualization. A major challenge remains in understanding how variables from data literacy and prior education to cultural norms and historical biases impact how a visualization is perceived. Simultaneously, determining commonalities, patterns, and cross-cutting approaches will be key to building effective tools. Furthermore, as with any communication strategy, the ultimate purpose matters; instilling trust in a decision might not be the same as explaining the decision, and conveying the risk of long-term consequences might require different strategies than providing near-term decision support. Here, we separate the challenges into two different but related research directions: (1) communicating results, decisions, or information in general to a wide range of audiences; and (2) providing these audiences the means to access relevant information in a meaningful and productive manner.

3.4.1 Improving Scientific Communication and Understanding

Visualization taps into the very best capabilities of our brains. It transforms data that is fundamentally abstract when presented as numbers into something that communicates and illuminates information ranging from the simple to the complex, and draws from science, art, engineering, and technology. The purpose of visualization has long been understood as insight and increased understanding [189], and the process of transforming data into representations, visuals, information, or insight is complex. Designing effective visualizations requires understanding of not only the discipline from which the data was generated, but also knowledge of visual representations, communication, purpose, and intended audience. (See Figure 3.4.1.)

Key challenges

DOE’s visualization research has almost exclusively focused on “deriving new insight” as its purpose and “subject matter experts” as its audience. However, the DOE mission space...
covers a much broader spectrum of both purposes and audiences, and techniques developed for the bleeding edge of science do not necessarily work well to excite future researchers, explain policies, or support decision-making. Addressing more diverse audiences for a wider set of purposes raises new research challenges in scientific visualization in particular and visual communication in general.

The first challenge stems from the fact that visualizations are ultimately interpreted by humans, and each audience will react differently to a given illustration (see Section 3.5.1). A visual metaphor that is intuitive to a scientist might be opaque to a high school student and an educational illustration about wildfires may not help a community leader make zoning decisions. Yet little effort has been spent within DOE to understand what types of visualizations are most appropriate for a given situation, or how one might adapt techniques to become more broadly applicable.

The second challenge in this area relates to trust and transparency. While visualizations can be incredibly instructive, they typically require a complex workflow of collecting and curating the data, aggregating or processing it, and choosing colormaps and representations. For non-experts, these steps are mostly opaque and require users to implicitly trust both the data source and the visualization creator. For any contentious issues, the common lack of trust in either source or creator results in inconvenient conclusions being ignored and allows cognitive bias to thrive. This problem is especially pronounced as visualizations, even more than quantitative statistics, harbor the risk of intentional bias and can be highly misleading.

Even the best visualization can only convey a limited amount of information, especially when considering additional elements that might be required to instill trust and provide transparency. The final challenge requires both communicating where the boundaries are (e.g., how far a given visual metaphor holds) and going beyond individual illustrations to convey information.

**State of the art**

The potential of visualizations to communicate ideas has long been recognized [190][191] alongside the need for specialized techniques to create “communication-minded” or “explanatory” visualizations [192][193]. A plethora of books [194] and popular blog posts [195][196] are devoted to visual communication of data, yet examples of visualizations explicitly designed to explain—rather than explore or analyze—scientific data remain less common. Some examples are visualizing abstract mathematical [198] or physical [199] concepts as well as visualizing climate change [200]. Yet even simple representations, such as line charts, are not necessarily easy to explain [201] and are the subject of recent research. Furthermore, how to judge the effectiveness of a communication-driven visualization is not necessarily obvious [202]. Successful examples of custom visualization (tools) being highly effective in engaging public audiences have been noted in astronomy [203], history [204], or neuroscience [205], among others. However, as before, these efforts have required significantly different approaches than standard scientific visualization [206]. Finally, a related concept of artistic data visualization [207] uses artistic techniques to more deliberately convey a message (e.g., on climate change) [200]. Nevertheless, despite some successes, the use of visualization for communication in DOE has remained largely unexplored and carries a significant potential to increase outreach, impact, and engagement. The recommendations in this Section consider science communication as a distinct research challenge.

Exploring the general concept of trust has a long history [208], and prior research suggests two related but different notions of trust: relationship-based trust and evidence-based trust. A typical example of the former is our trust in a doctor’s opinion based on past interactions and the reputation of their educational institutions. Evidence-based trust, on the other hand, often relies on quantitative data. Some prior work has investigated design criteria to instill trust [209][210], but the challenge remains to evaluate the success. Furthermore, a general goal of increasing trust is not appropriate, which leads to the notion of calibrating trust [211] to provide unbiased information. Ultimately, both notions of trust are intimately connected to transparency—allowing the users to understand the provenance of all data, algorithms, and decisions throughout the visualization process [212][213]. However, while a large body of work focuses on maintaining provenance and reproducibility for visualization tools [214], less clear is guidance on how to collect and represent the corresponding information for the entire data processing pipeline, convey the trustworthiness of a particular algorithm used during the processing, or convey the motive of the creators.

Communication in general has focused on storytelling as a particularly effective way to engage audiences, and the field of visualization is no exception [215]. Similar to exploratory visualizations requiring different approaches than explanatory ones, early research investigated the different design space of storytelling with data [216]. Nevertheless, while aspects of these ideas have certainly influenced the field of visualization as a whole and are commonplace in journalism, only recently has a specific focus on visual storytelling
emerged in the research literature [217]. Examples include data stories for COVID-19 [218] and recently proposed general frameworks [219]. How these ideas can be best adapted to DOE science communication and decision-making remains largely unexplored but could have significant impact.

Research directions

Improving scientific communication within an application domain, across science, and to decision-makers and the public will require a renewed investment in building trustworthy, explanatory visualization for a broad range of audiences.

Research the design and impact of explanatory visualizations for diverse audiences. Both the intent and the audience critically matter to the success of a visualization. However, with few exceptions, explanatory visualizations have largely been the domain of popular science publications and journalists. While successful, these outlets do not address all of DOE’s needs, audiences, and use cases. Furthermore, the metrics of success in public media can be substantially different from the goals of DOE, and standard approaches to evaluate the impact of a given illustration do not necessarily exist (see Section 3.5.3). Consequently, we need a dedicated research effort focused on a framework to design explanatory visualizations aimed at specific DOE goals (e.g., science engagement, policy explanation, decision support). Furthermore, this effort must investigate how various audiences may require different approaches depending on their background knowledge, data literacy, or experiences, as well as where commonalities emerge to more effectively address these needs.

Develop communication approaches that enable viewers to appropriately calibrate trust in the data and science content. This recommendation goes beyond simply promoting trust—for example, a highly polished data story might appear trustworthy when in fact the underlying data is faulty. Instead, we should better enable viewers to ask questions and approach data sources and analysis processes with healthy skepticism. Significantly more work needs to be done to better understand how building and calibrating trust impacts the design of visualizations and systems. We posit that increasing transparency in several areas will increase and calibrate trust in visualizations: data origins and collection approaches; steps taken to clean, prepare, and transform the data; and any underlying assumptions. Furthermore, wherever possible, visualizations should be self-explanatory both in their provenance and their rationale.

Develop new connections between scientific storytelling and visualizations of the scientific decision-making process. Developing a single, static visualization that is self-explanatory, trustworthy, and contains all necessary provenance information might not be possible in all cases. Instead, reaching a decision or explaining an insight is a process, and using the human predilection for storytelling to convey this process has significant potential. Using scientific storytelling can help to surface the way that people, data, and decisions were combined to achieve some new insight [220]. However, the scientific visualization toolkit for generating visual representations of this decision process has insufficient support. We contend that using the context of provenance and richer visualization approaches based on conveying both results and processes can be transformative in improving science communication to the broader public.

Scientists have substantial training in communicating their results within their particular domains, and our scientific visualization/perceptualization frameworks are built around this goal. However, we must develop approaches to effectively make data storytelling accessible to lay audiences that consider the diversity of user perspectives and literacy (see Section 3.4.2). This effort will require developing new abstractions and approaches that can make storytelling easier to generate for a scientist, while also generating the storytelling context appropriately for non-specialist and public audiences. Methods must be developed to ease the burden of documenting data provenance and context, including ML- and AI-based tools to automate documentation with user interaction research to better understand how different user communities engage with visualizations, as well as associated provenance documentation. Additionally, to have the clearest effect in building trust in scientific results and the scientific process, this research requires exploring representations for scientific visual storytelling and the community-specific contexts required for presenting and specializing those stories.

3.4.2 Increasing Accessibility of Tools and Data

As discussed above, science communication is primarily concerned with conveying curated information to an audience. However, the same approach to visualization puts a significant burden on and affords substantial influence to the creator of a visualization. This outsized role can lead to inherent mistrust, and in some situations (e.g., in decision support), any significant influence by the visualization expert is potentially problematic. Addressing this challenge requires a different paradigm focused on empowering the audience to access, curate, and explore relevant data on their own. DOE scientists are deeply
involved in a wide range of applications that create or collect data and/or produce forecasts in areas ranging from climate change and wildfire risk to the impact of fracking and the national power grid. (See Figure 3.4.2a.) Providing audiences outside the traditional user groups access to this wealth of information is crucial to promote an engaged and informed public, and, more generally, will increase the trust in and utility of a visualization. Examples range from providing indigenous communities access to environmental data to enabling decision-makers to personally explore data to form their own opinions rather than consuming precompiled results. However, data access by itself is not sufficient. Instead, users require tools to meaningfully engage with this data. Visualizations and visual interfaces are often the primary components of such tools. Furthermore, building broadly applicable and accepted tools without a more diverse workforce is difficult to imagine. Therefore, a crucial step is to engage Minority-Serving Institutions and Historically Black Colleges and Universities in this research [188][221]. Ultimately, this research will lead to a virtuous cycle in which researchers directly engage a much wider audience, which will in turn lead to more exposure and engagement that will ultimately be reflected in the future workforce and the next generation of researchers.

Key challenges
Giving a wide range of audiences meaningful access to DOE data presents three fundamental challenges. First, the data itself must be available alongside the necessary provenance. Active efforts at DOE and elsewhere [222][223] promote the creation of FAIR data (Findable, Accessible, Interoperable, and Reproducible). However, so far, findable does not necessarily mean easy to find, nor do accessible and interoperable mean data is easy to handle. Instead, much of the current infrastructure is centered on text-based searches and assumes significant knowledge of aspects such as naming conventions and downstream tools. To democratize the access and fully realize the intent of FAIR principles requires new dedicated visual interfaces, interactive means to find and subselect data, and visual cues on data origins and provenance. Such visualization front-ends will be especially important to reach nontraditional audiences on new platforms such as mobile devices (see Section 3.2.2).

Given access to large datasets, the next challenge is to enable users to explore this data, draw appropriate conclusions, and communicate results. (See Figure 3.4.2b.) Currently, this process faces significant barriers by requiring the knowledge of multiple tool chains, computational resources, and often significant computer science skills to connect all the pieces. Instead, integrated visualization tools, accessed on mobile devices, and if necessary backed by cloud computing could lower or even eliminate many of these barriers. Apart from the technological challenges (see Section 3.2.2), this integration will also require more intuitive visual interfaces to enable functional access to the available capabilities. Furthermore, these tools must be unbiased and, wherever possible, indicate common pitfalls in creating erroneous or outright misleading results (e.g., in appropriate colormaps, mismatched data scales). Finally, a tradeoff will always exist between how simple an interface can become without...
overly limiting the type of visualization and analysis it enables. Ultimately, a highly curated and guided exploration is closer to a communication approach in the sense of Section 3.4.1, rather than enabling flexible data access. The data portal should be flexible enough to allow interested users to progressively engage more deeply with the data and algorithms and expose a path to learn new analysis and visualization skills. This approach will require significant efforts in structuring visualizations to not just inform but to educate a diverse audience.

State of the art

Large data collections are publicly available in a variety of fields such as climate science [224]–[226], biology [227] [228], and turbulence [229], and the DOE has long invested in infrastructure to allow the transfer of massive amounts of data across institutions [230]. Data access takes many forms: from the largely text driven search for available downloads in climate archives [226] to individual data collections with code [231] similar to common scientific publications and to highly curated information portals (e.g., for wildfires [232] or energy diversity [233]). Still, finding relevant data remains difficult, especially for non-experts, and only a fraction of the data that exists is available. Some efforts are aimed at enhancing the search process using visualization [234], but more often, navigating large collections of data, as opposed to analyzing the data itself, is a secondary goal [235][236].

DOE has also invested significant resources in building openly accessible tools for data analysis [101][127][237][238] that cover a wide range of application domains. However, few of these approaches are novice friendly, and most require both access to computing resources and prior knowledge not common in the general public. Instead, visualization dashboards are used to allow users to explore complex datasets [239][240], but traditionally these are highly focused on particular subjects. Common examples are dashboards in healthcare [241], public services [241]–[243], politics [244], management [245], or the energy grid [246]. Most notably, the COVID-19 pandemic spurred the development of many dashboard-type portals [247] [248]. However, with few noticeable exceptions (e.g., in climate [224] or wildfire research [232]), access to DOE science data remains functionally restricted to the corresponding scientific communities. Even where dashboards are available, how they address the above challenges on transparency, accessibility to non-experts, or the desire to guide users in developing expertise is unclear. In fact, evidence suggests that some of the challenges are being actively exploited to promote misinformation [249].

The traditional remedy to intentional or unintentional misuse of any analysis or communication tool is better education in the underlying concepts and potential pitfalls. A promising direction is in developing curated recommender systems [250][251] that lead towards a learning-by-example approach to visualization [252]. Nevertheless, such approaches only shift the need for trust and transparency to the creators of the recommendations. More research is needed to develop tools and approaches that enable both functional data access as well as provide a path towards raising visualization literacy as a whole [253].

Research directions

The ultimate goal of this recommendation is to provide more people not only access to more data, but also the tools and skills necessary to effectively consume this data in the form of intuitive visualizations. This goal leads to three interconnected research directions in the field of visualization.

Develop accessible, transparent, and trustworthy data portals. Massive amounts of data are already publicly available in areas spanning climate simulations, traffic predictions, wildfire risk, census data, and more. The first
step in empowering everybody independent of background, resources, or prior knowledge to consume this data is to provide interfaces to find the relevant subsets. Outside of general AI assistants, these interfaces must be visual and interactive, adapted to mobile platforms, and intuitive to use. In this context, visualization can provide an important front-end to the existing efforts on making data FAIR [222] [223] and convey important assumptions, limitations, or other knowledge of the data sources. Transparent information—for example, whether this data is measured or the results of a simulation; how accurate this data is expected to be; whether the data was designed to be predictive or to explore an extreme scenario; and where this data is coming from—must be available in an easy-to-digest manner to promote trust in and discourage misuse of data. Finally, the visualization community must work with data producers to enable an easier path to such active sharing of information.

Lower the barriers to create accurate visualizations from diverse data. Given a data source of interest, new methodologies are needed to allow users to easily express their intent for a desired visualization. Potential avenues are text or voice interfaces, example-driven processes, or other approaches that require minimal prior knowledge. To reach the desired audience, these tools must be mobile enabled and most likely web-centric. Furthermore, in conjunction with the educational focus of the next research direction, an ideal system would be multilayered and enable interested parties to expose successively more complex aspects to gain deeper expertise in consuming data and communicating results.

Develop visualizations for education. Any automatic interface to create visualizations will ultimately be limited due to an inherent tradeoff between complexity and expressiveness. Therefore, new visual interfaces are needed to teach audiences from school children to community organizers the use of more sophisticated approaches. Where Section 3.4.1 discussed tools for visual storytelling, the approach here will focus on teaching how to tell effective stories. Promising directions are the generation of automatic tutorials, gamification of visualization, or intuitive searches of prior examples to emulate. As before, the target audience will play a significant role in the choice of approach, and research opportunities range from how to best incorporate domain concepts to reach application scientists as well as to engage potentially data-illiterate communities. Finally, to encourage productive scientific discourse, any visual curriculum must cover potential pitfalls such as bias, uncertainty, and misinterpretation.

3.5 Developing Intelligent Approaches for Adaptive, Context-Aware Visualization of Scientific Data and AI

A key goal of scientific visualization is to provide important insights for reasoning and decision support. Consider scientific data processed on an exascale computer that must be visualized, inspected, and interactively and collaboratively evaluated by a large, distributed team of experts. The visualization presented might be used in numerous ways by researchers and decision-makers, where conveying the complex information while also considering the cognitive process underlying the use of the visualization are important. (See Figure 3.5.)
Deeper understanding of visual perception, cognition, and reasoning are crucial in developing general-purpose, intelligent visualization tools that are readily customizable to meet the evolving needs of the users (e.g., scientists, general public), team-based collaboration, and downstream tasks. The visualization might be used for hypothesis generation, decision support, interactive ML, and scientific information dissemination. Even though data and visualization have become critical components of scientific exploration and decision-making, methods and strategies that manage perception, cognition, and validation require additional attention. Ensuring that DOE's visualization tools effectively support the user community through computing paradigm and HCI shifts is critical.

3.5.1 Development of Methods and Models for Perception and Cognition

Effective visual representation of complex data is critical for easier understanding, broader communication, better reasoning, and better decision-making. As data and visualization become more embedded in scientific exploration and systemic decision-making processes, demand has grown for visualization tools to support an ever-increasing set of tasks (e.g., exploration, understanding, hypothesis generation, communication, collaboration, decision-making), users (e.g., novice, experts, general public), and scenarios (e.g., high-risk decision-making, rapid response, leisurely navigation). Designing and properly validating generalizable visualization tools to ensure broad and lasting impact is a critical gap. Overwhelming scientific evidence from the visualization, HCI, and psychology communities demonstrates that individual characteristics matter when designing and using visualization tools [254].

Key challenges

Scientific data is often open to wide interpretation, and two users might perceive and interpret it differently. Similarly, two scientific users with different purposes might require specific visual representation geared towards their process (e.g., scientific insight versus decision-making). Addressing a user's individual characteristics when designing visualizations advances accessibility in a number of ways to help adapt the presentation of the scientific data in personal and contextually relevant ways. Scientific users and decision-makers must be presented with visualizations that account for cognition, perception, and bias. Additionally, systems must adapt as a user adapts, and they must learn from a user as the user matures in using tools and systems. However, this research still needs to be developed, and significantly more work is needed to understand how and which data should be collected to minimize disruption in the reasoning process.

State of the art

A growing body of work researching personalized visualizations initially sought to investigate which aspects of a visualization are of interest to an individual user, which representations are more meaningful, and to what extent systems can automatically recommend visual representations [255][256]. This relatively new area of research has demonstrated that individual differences impact how users approach problems and how they use visualizations in that process. Studies have demonstrated that individual differences in experience [257][258], perceptual speed [259][260], spatial ability [261][263], and working memory [264][265] can significantly impact the design preferences and effectiveness of visualization tools. Similarly, previous work has looked at the impact of colormaps on cognition [266][267]. Although there has been some advancement in understanding the importance of personalization in the effective utilization of visualization tools, the translation of this knowledge to visualization tools is lacking.

Research directions

Establishing synergistic collaboration between human perception and cognition and the visualization tool presents unique research opportunities for a paradigm shift towards usable and impactful visualization.

Methods to study perception, cognition, and user interactions with visualization tools. Better understanding of human perception and cognition will be necessary to design next-generation visualization tools that can truly improve the human capacity to understand and reason with complex data and AI models. This need includes capturing and sharing the complexity of informal and formal work practices associated with knowledge discovery from the data through visualization. Understanding and identifying human touchpoints and user interactions with the visualization are also important, requiring deeper investigation into how people use visualization tools and integrate them into end-to-end workflow and data pipelines. As visualization is increasingly used for scientific interpretation and decision-making, visualizations must account for cognition and perception biases and understand what a certain user seeks in the visualization and how they perceive it. The bias needs to be considered not only in terms of automatic visualizations made by the users, but also in the context of any choices the users might make. Our ability to account for perception and cognition related challenges in the context of scientific visualization is limited but critical as we deal with complex data, AI models, and automation.
Methods for personalization and automation. AI provides an opportunity to learn new information about users and how they consume and interact with visual content. Developing intelligent visualization tools and user interfaces that adapt dynamically to the individual's needs and that present options for analysis has the potential to speed up scientific innovations and impact. Creating real-time adaptive, mixed-initiative visualization systems offers new possibilities for understanding complex thought and decision-making more representative of how we interact with visualizations and data, thus giving us tools we need to create better, more informative visualizations. Such adaptation is critical to truly augment every user by leveraging the current context to provide the most useful information in an optimal and efficient manner. With reasoning and decision-making tasks in real-world environments, such adaptive and personalized visualization technologies can reduce visual fatigue, cognitive load, interpretation bias, and decision errors while improving efficiency.

Automation is expected to impact many scientific domains in the form of self-driving and self-guiding experiments, observations, and infrastructure. Automation in scientific visualizations can also improve outcomes as we handle large volumes of data and complex AI models, where interactive visualization might no longer be feasible. For example, real-time analysis of multimodal, high-dimensional, time-series data can be rather complex and computationally intensive. Dynamic dimensionality techniques such as latent discriminant analysis or ML approaches will be necessary to help identify the most informative features to accelerate analysis and help learn about the user’s needs and intents for the task at hand. Still, real-time analysis of large multimodal, multidimensional user-interaction data can easily become computationally burdensome, especially when combined with actual visualization of extreme-scale, multimodal, multidimensional scientific data as the primary task. State-of-the-art deep learning models for time-series data can be particularly helpful in inferring users’ need for support during interaction or in developing surrogate user models to predict how a specific visualization tool could impact users with specific trait profiles.

Key challenges
As science becomes increasingly more complex and interdisciplinary, and as scientists become more distributed among diverse teams, better collaboration tools and processes must anticipate and follow these trends. Overcoming barriers to sharing inherent in the visualization tools themselves (e.g., control of parameter selection, freedom to navigate) is a research goal that will need to be addressed to harness the full capability and promise of social, immersive, and collaborative visualization. (See Figure 3.5.2.) Scientific visualization—whether conducted in co-located settings or experienced through technology-mediated mechanisms such as screen sharing—is a richly collaborative process.

State of the art
Scientists and visualization developers often collaboratively generate visualizations side by side or over diverse networks, devices, shared displays (e.g., screen-sharing via laptops or

3.5.2 Collaborative Visualization
A defining characteristic of DOE research is the need for large, multidisciplinary teams to tackle the grand challenge goals of nuclear physics, material science, or climate science. DOE teams are highly diverse in skills, expertise, and location, making effective collaboration tools a crucial component in solving mission critical problems and in managing the data generated by DOE experiments and observations. In Section 3.5.1, we discussed how individual users might perceive visualizations differently, making collaborative visualization particularly challenging. Collaborative visualization has been defined as a “subset of CSCW [computer-supported cooperative work] applications in which control over parameters or products of the scientific visualization process is shared” [268]. Over the decades, research in this domain has explored the multi-user aspects of shared control and use of tools to augment data-sharing and visualization. While collaborative visualization is a few decades old, comparatively few studies have been conducted on how to improve the process of collaboratively visualizing large volumes of data and scientific phenomena with existing and emerging (e.g., Jupyter) tools.

Figure 3.5.2 An audience at the Adler Planetarium in Chicago being immersed in a visualization of the Kuiper Belt.
workstations, interactive large-group displays), or VR and AR environments. In many respects, the increase in distributed, technology-mediated collaboration overall during the COVID-19 pandemic highlighted some of the challenges to the process of collaboration itself that are characteristic of distributed teams working together to visualize large volumes of data residing on HPC systems. The unplanned and imposed nature of the pandemic [269] exposed several shortcomings in the scientific community that present unique opportunities to expand research in distributed, collaborative visualization. We learned that synchronous video conferencing collaboration tools alone are inadequate substitutes for side-by-side, co-located visualization. Synchronous communication tools could be accompanied by collaborative workspaces that allow real-time, persistent interactions such as note-taking and clustering. We also learned that typical scientific workflows involving the need to access data residing on remote systems (e.g., supercomputers) while using disparate visualization tools could be improved to provide more seamless analysis experiences, perhaps by leveraging in situ methods and exploring enhancements to the analysis environment.

In collaborative sense-making, many visualization tools have been developed for use by a single user [270] and therefore lack metadata to assist in visualization software reuse. Existing tools do not provide mechanisms by which control can be transferred to other remote participants. Most commodity tools used today (e.g., Teams, Zoom, Bluejeans) do not provide the ability to capture simultaneous remote interactions. Past tools such as Lawrence Berkeley National Laboratory’s real-time Video Conferencing Tool could be coupled and extended to provide scalable remote sharing of custom VTK applications [271]. Furthermore, most visualization tools do not offer the ability to share out state by default. Given the open-source nature of many standard visualization tools (e.g., VTK, ParaView, VisIt) and their ability to save a given state, one could imagine an easy adaption to provide sharing/collaboration capabilities. For example, ParaView has had this capability, but whether it still exists in the current codebase is unclear. To truly enable collaborative visualization, the underlying technology must be in place to provide a standard set of capabilities to all users.

Research directions

Methods to support collaborative visualization.

Scientists are now used to seamless, live online collaboration through tools like Google Docs, and have come to expect that collaborative visualization will also function similarly. Collaborative visualization requires each participant to have a consistent view of a shared state that may include arbitrarily complex external resources such as local files and the in-memory state. The ability to capture and synchronize across multiple participants is nontrivial, especially as we handle large data volumes and complex AI models. Additionally, tools such as Jupyter are increasingly used by scientists for collaborative analytics and visualization, and supporting collaborative visualization in these environments is imperative.

A collaborative environment necessitates ensuring consistency and reproducibility. Each step of the visualization should be consistent, reproducible, and validated across the actions of all participants. If a given visualization were rerun, the same result should be generated irrespective of who performed what, when, and where. Ensuring reproducibility in collaborative visualization requires several levels of provenance collecting and testing: unit testing, testing the integration and workflow pipeline, verifying that the images produced remain the same [272], verifying that interactions preserve expected behavior [273], and ensuring that error and uncertainty can be understood and reported [274].

Visualization technologies to support collaboration.

More research is needed on immersive visualization and cognitive context in collaborative visualization—namely, the extent to which existing single-user visualization tools and immersive technologies such as MR, VR, and AR will facilitate result interpretation, creativity, and productivity. We will need immersive VR, AR, or cross-reality environments that incentivize reflection, active simultaneous participation, persistent recall of information, scaffolded assistance, and cultural cues and that support multiple points of view and perceptions [177]. Finally, the context-aware tools and methods of technology-mediated communication must evolve to address cognitive bias in collaborative and team decision-making, particularly when data, simulations, and models are poorly visualized and decision-makers lack adequate interaction options or the interaction is hampered by technology designs that may impede best practices of collaborative visualization. We anticipate the impact of this research to radically improve collaborative discovery through visualization, and lead to development of better approaches for engagement among scientists, the public and policymakers at all levels.

3.5.3 Evaluation Methods and Metrics

Visualization tools are created with the goals of helping humans generate insights and communicate with others. However, the ultimate outcomes are difficult to measure objectively and can vary widely across user groups and even individuals. Representations that are intuitive to a subject matter expert might be opaque to a decision-maker, and a
successful popular science illustration might feel imprecise and misleading to a scientist. Nevertheless, for any field to make progress requires the ability to measure the impact of a new idea and to objectively determine whether a new solution is more (or less) effective than prior art. Since interpreting visualizations is inherently subjective, the appropriate metrics and methods to evaluate them are elusive.

**Key challenges**

Some of the most frequently stated goals of visualization are new insight, better understanding, and clear communication. These abstract and qualitative concepts are difficult to distill into concrete observables. Furthermore, they are broad terms that combine a plethora of more specific aims such as, usability, aesthetics, and engagement. For any specific use case, the relative importance of these goals might vary by target audience. For example, should a data analysis tool be aesthetically pleasing or as precise as possible? How might this calculus change if an unattractive tool hampers adoption? Once the primary goals are determined, the next challenge is to define metrics for how well the goals have been achieved. For some tasks, creating quantitative metrics is straightforward (e.g., the time or number of clicks required to achieve a predetermined outcome), while other metrics (e.g., time to insight) are anecdotal at best.

The final challenge is how to evaluate the chosen metrics in practice, which remains an open problem in the larger community; DOE-specific environments are creating additional complexities. One aspect is the need for reproducibility to ensure a fair comparison. Even creating a comparable environment in terms of monitor size, input devices, and other factors might not be straightforward. The problem becomes even more pronounced for high-level decision-makers who need to make timely decisions based on the visualizations. Collectively, determining in the near term if a visualization approach is effective is another challenge.

**State of the art**

Demonstrating that tools lead to human scientific insight requires such tools be used by scientists who have limited time to devote to visualization testing and are often hesitant to switch from their existing tools [275]. Previous work has looked at usability heuristics for scientific visualization [276]–[277], which evaluate visualization tools on specific dimensions of usability [276]–[279]. However, we do not yet understand many metrics in the evaluation of visualization tools, and as visualizations are developed for people with considerable expertise, the pool suitable for human-centric evaluation is small. This challenge is compounded in collaborative scenarios that should be validated by multiple groups of users. Validating and evaluating visualization methods and results is an open area of research.

**Research directions**

The two key open challenges in enabling quantitative evaluations of visualization approaches for DOE are (1) development of appropriate metrics and an understanding of when to apply them; and (2) new methods to reliably assess these metrics in the DOE context.

**Informative metrics to guide the development of visualization tools.** New research is needed to define a comprehensive set of metrics to evaluate the entire breadth of DOE relevant use cases discussed in Sections 3.1 to 3.4. These metrics might build from diverse communities including qualitative and quantitative metrics and account for DOE-specific metrics (e.g., reliability or uncertainty quantification). Furthermore, many metrics lead to invariable tradeoffs (e.g., between simplicity and generality), and not all are equally important in all cases. Currently, no clear guidelines exist for what types of DOE applications prioritize which metrics and how to make this determination. Using a systematic approach to developing an informative set of metrics is important.

**Reliable and practical methods to evaluate visualization tools.** Assuming one is given a set of metrics to evaluate a new approach, new techniques are required to assess these metrics. In particular, a number of DOE-specific challenges arise with existing approaches. The first challenge is that relevant user groups often have highly specific needs and skills, creating a very small population that is not readily accessible. Not only do small numbers of potential users make traditional evaluations anecdotal at best, but they also suffer from potential bias as users and visualization are often long-term collaborators. One possible direction to address this challenge is to carefully analyze commonalities between use cases and to develop techniques that evaluate common properties across applications while managing the increased heterogeneity of users. The second challenge is how to record quantitative data in the highly time-constrained, potentially security-sensitive, and often unique environments of interest to DOE. Evaluation approaches that require hours of dedicated testing will create significant barriers to adoption, as might tracking software. Furthermore, the evaluation software itself might need to run on nonstandard hardware (e.g., HPC systems or mobile platforms), which creates practical challenges. Finally, DOE is engaged in many scientific grand challenges with ambitious targets and
multidecade visions. However, this long-term perspective often leads to somewhat intangible goals like “promoting new insights” and abstract needs such as “trust.” These ideas are key to the overall mission but difficult to quantify. New approaches are needed to reliably consider such concepts.
Appendix A - Workshop Summary

In the fall of 2021, ASCR portfolio program manager Margaret Lentz approached Peer-Timo Bremer from Lawrence Livermore National Laboratory (LLNL) and Gina Tourassi from Oak Ridge National Laboratory (ORNL) to organize a workshop aimed at identifying priority research directions for data visualization at DOE. The charge was to bring together the visualization community at DOE and at interested academic institutions to identify a 10-year outlook on upcoming challenges and opportunities. The team assembled a steering committee that consisted of laboratory scientists and long-term academic partners:

1. Peer-Timo Bremer: LLNL (co-chair)
2. Georgia Tourassi: ORNL (co-chair)
3. Wes Bethel: San Francisco State University / Lawrence Berkeley National Laboratory
4. Kelly Gaither: Texas Advanced Computing Center
5. Valerio Pascucci: University of Utah
6. Wei Xu: Brookhaven National Laboratory

With the support of the DOE Early Career researchers in visualization funded at the time—Kathrine Isaacs (University of Utah), Joshua Levine (University of Arizona), and Bei Wang (University of Utah)—the committee developed an initial charge document outlining the workshop’s scope and a list of four areas of discussion [280]. The document and a call for community input in the form of white papers were subsequently published [281] online. The committee selected 66 submissions as part of the workshop material, with 23 slated for live presentations [282]. The first authors of all accepted white papers alongside a diverse set of researchers were invited to participate in a workshop over two-and-a-half days in January 18–20, 2021. The event was held online due to COVID-19 restrictions.

Figure A A visualization of deuteriumtritium density fluctuations in a tokamak driven by turbulence. Areas of red are representative of high density and areas of blue are representative of low density.
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A.2 Agenda

The final agenda included two keynotes, two rounds of lightning talks, and breakout groups on nine subtopics led by two pre-appointed session chairs. The agenda below highlights blocks that were open to the public in green and blocks that were restricted to invited participants in orange.

Day 1: January 18, 2022

<table>
<thead>
<tr>
<th>Time (EST)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:00 - 12:15</td>
<td>Opening Remarks &amp; Introduction - Margaret Lentz, DOE/ASCR</td>
</tr>
<tr>
<td>12:15 - 1:15</td>
<td>Keynote - Anders Ynnerman, Linkoping University, Sweden</td>
</tr>
<tr>
<td>1:15-1:25</td>
<td>Break</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Lightning Talks</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Thomas Caswell, Visualization of Structured Data</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Eugene Zhang, Tensor Field Visualization: Challenges and Opportunities</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Kenneth Moreland, The Importance of Scientific Visualization on Novel Hardware</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Nathan Morrical, Leveraging Ray Tracing Coprocessors to Advance Visualization for Science</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Victor Mateevitsi, Novel Display Technologies for Accelerating Scientific Discoveries</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Kenneth Moreland, The Exploitation of Data Reduction for Visualization</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Soumya Dutta, Model-Based Visual Analytics of Big Data: Challenges and Opportunities</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Maria Glenski, Beyond Communication, Visualization for Hypothesis Generation (and Testing)</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Talita Perciano, The Role of Complex Data Visualization Tools to Support Current and Future Machine Learning for Science Methods</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Brian Hu, Operationalizing Explainable AI (XAI): Challenges and Opportunities for Saliency Maps</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Shusen Liu, Visual Interpretation of Complex Systems Needs Causal Reasoning at Concept Level</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Oliver Ruebel, The Role of FAIR Methods in Visualization Towards Trusted Decision Making</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Kelly Pierce, Equity-Focused Data Context Documentation to Promote Ethical Data Reuse</td>
</tr>
<tr>
<td>2:00–2:15</td>
<td>Break</td>
</tr>
</tbody>
</table>
### Breakout Groups A: Grand Challenge Problems

2:15–3:15

1. Multivariate and Multimodal Data (R. Bujack, H.-W. Shen, session chairs)
2. Novel Technologies in Visualization (M. Papka, D. Keefe, session chairs)
3. Extreme-Scale Data (J. Ahrens, V. Pascucci, session chairs)
4. Interpretability of Complex Systems (M. Berger, B. Hu, session chairs)
5. Equity in Access to Science (K. Gaither, M. Tory, session chairs)

3:15–3:30

Break

3:30–4:30

Breakout Groups A: Road to Solutions

3:30–4:30

1. Multivariate and Multimodal Data (R. Bujack, H.-W. Shen, session chairs)
2. Novel Technologies in Visualization (M. Papka, D. Keefe, session chairs)
3. Extreme-Scale Data (J. Ahrens, V. Pascucci, session chairs)
4. Interpretability of Complex Systems (M. Berger, B. Hu, session chairs)
5. Equity in Access to Science (K. Gaither, M. Tory, session chairs)

4:30–5:00

Report out from breakouts

---

### Day 2: January 19, 2022

<table>
<thead>
<tr>
<th>Time (EST)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:00–12:15</td>
<td>Opening Remarks and Logistics - Margaret Lentz, DOE/ASCR</td>
</tr>
<tr>
<td>12:15–1:15</td>
<td>Keynote - Jackie Chen, Sandia National Laboratory, United States</td>
</tr>
<tr>
<td>1:15–1:25</td>
<td>Break</td>
</tr>
<tr>
<td>Time</td>
<td>Session</td>
</tr>
<tr>
<td>------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>1:25–2:00</td>
<td>Lightning Talks</td>
</tr>
<tr>
<td>2:00–2:15</td>
<td>Break</td>
</tr>
<tr>
<td>2:15–3:15</td>
<td>Breakout Groups B: Grand Challenge Problems</td>
</tr>
<tr>
<td>3:15–3:30</td>
<td>Break</td>
</tr>
<tr>
<td>3:30–4:30</td>
<td>Breakout Groups B: Road to Solutions</td>
</tr>
<tr>
<td>4:30–5:00</td>
<td>Report out from breakouts</td>
</tr>
</tbody>
</table>
A.3 Documentation

In a joint discussion during the last day of the workshop, the community suggested five top-level priority research directions to DOE:

1. Advancing Theory and Techniques for Visualization to Support the Analysis and Understanding of Complex Scientific Data

2. Introducing Interoperable and Adaptable Visualization to Support Diverse Scientific Workflows Across All Scales

3. Harnessing Technology Innovations to Accelerate Science through Visualization

4. Improving Equity in Accessing and Engaging with Scientific Data and Processes

5. Developing Intelligent Approaches for Adaptive, Context-Aware Visualization of Scientific Data and AI

Each direction included a list of open challenges, opportunities, and potential future impacts. Shortly after the workshop, the committee together with the breakout session chairs expanded this initial list into a two-page summary brochure [283], which forms the basis for this report.
Appendix B - Pre-Workshop Document

Visualization for Scientific Discovery, Decision-Making & Communication

orau.gov/ASCR_DataVisWS

Organizing Committee:

- Peer-Timo Bremer, Lawrence Livermore National Laboratory
- Georgia Tourassi, Oak Ridge National Laboratory
- Wes Bethel, Lawrence Berkeley National Laboratory
- Kelly Gaither, Texas Advanced Computing Center
- Valerio Pascucci, University of Utah
- Wei Xu, Brookhaven National Laboratory

DOE Points of Contact:

- Margaret Lentz, DOE, Advanced Scientific Computing Research
- Hal Finkel, DOE, Advanced Scientific Computing Research

B.1 Introduction

Visualization—the use of visual elements to explore data, form hypotheses, or convey conclusions—has always been an integral part of the scientific process. Starting from an initial exploration of new data to illustrating outcomes to the general public, visualization is one of the most intuitive and powerful ways of communication. This is especially true in the team based, cross-discipline environment of the many cutting edge, large scale projects funded by the Department of Energy (DOE). The Advanced Scientific Computing Research (ASCR) program in particular, has long supported visualization, a highly effective means of exploring data and communicating results. Intuitive visualizations represent a significant force multiplier, connecting scientists across domains, with their stakeholders, and ultimately to policy makers and the public writ large.

Despite significant efforts from many communities, visualization in practice often remains limited to a handful of common techniques; the majority of which are restricted to showing spatial distributions of individual variables or statistical summaries of more complex data. These limitations can be due to a lack of scaling of existing techniques, the lack of easily accessible tools, or that for various types of data there may not exist a straightforward visual encoding (e.g., high-dimensional and multimodal data).

The purpose of this workshop will be to bring together visualization experts from DOE and the broader stakeholder community to better understand: (a) the current state of the art; (b) identify future visualization needs of the scientific community and gaps in current capabilities; and (c) emerging technologies that will aid in visualization and communication. Furthermore, the workshop will deliberately expand the target audience and potential impact beyond prior efforts to include factors relevant to decision making and visualization including human factors, cognition, interpretation, and evaluation. Additionally, we are intentionally elevating discussion of science communication and interaction to discuss issues related to access, bias, inclusion, and usability.

The workshop will have four themes. The first focuses on visualizing data such as, non-scalar spatial data (multivariate data, spectra, tensors, etc.), data defined in high dimensions (phase spaces, probability distributions, parameter spaces, etc.), or abstract data types (nuclear cross-sections, graphs, facility data, etc.). The second theme concentrates on the role visualization plays in decision support for applications ranging from situational awareness and time sensitive applications to strategic planning. This includes interconnected thrusts on how to represent uncertainty, how to instill confidence in complex decision tools, and how to take human factors, such as, cognitive biases and limitations into account when designing and evaluating tools. The third theme focuses on the interplay between new technologies and visualization approaches. One aspect will be the opportunities for visualization to support and enhance emerging capabilities, such as, providing visualizations on edge devices like experimental diagnostics or distributed sensor networks. Another aspect will be how new technologies, such as virtual reality or machine learning, can open new frontiers in visualization research. The final theme recognizes the crucial role visualization can play in communicating ideas, results, and predictions to the general public, domain scientists and decision makers based on the knowledge created and curated by the DOE. Whether this means understanding climate predictions, mapping flood plains, or enabling citizen science in general, visualization can provide a crucial gateway to data, analysis, and decisions.
B.2 History

B.2.1 Visualization to Advance DOE’s Science Mission

ASCR as well as the SciDAC (Scientific Discovery through Advanced Computing) program have a long-standing history of leading-edge visualization R&D in support of the DOE science mission. The SciDAC Visualization and Analytics Center for Enabling Technologies (VACET) [284] made petascale-capable, production quality visualization a reality on ASCR supercomputing science user facilities, and by extension, benefited the worldwide scientific community. VACET pursued advances in visualization software, such as enhancing the scalability of the the VisIt parallel visualization application [285] for accommodating extreme-scale scientific data exceeding a trillion mesh cells [286] or a trillion particles [287] in size, and application of new methods deployed in software infrastructure to key science problems, such as the feature-based analysis of combustion simulation output [288] or using visualization for comparative analysis of cosmology codes run with different parameters [289].

The SciDAC3 Scalable Data Management, Analysis, and Visualization (SDAV) Institute [290] consisted of three integrated focus areas for data management, analysis, and visualization. Like VACET, SDAV facilitated advances in a number of key software tools like scalable visualization applications (VisIt, ParaView), and libraries like VTK-m, a library for platform portable visualization algorithms and data structures [93], and DIY, a library for building block-based parallel applications [291]. These tools were applied to a number of different science application areas, such as visualizing the solar wind in plasma physics models [292], visualizing the output from high-resolution atmospheric model, CAM5, on 64K cores of ALCF’s Intrepid supercomputer [293], and integrating geometric analysis methods into cosmological simulations [294].

In the SciDAC4/5 RAPIDS2 Institute for Computer Science, Data, and Artificial Intelligence, these themes continue with an emphasis on both software implementation of methods and their application to DOE mission science problems. In RAPIDS, there is a continued emphasis on in situ processing for analysis and visualization due to the widening gap between our ability to compute values and our ability to store them for later analysis (e.g., ParaView/Catalyst [295], VisIt/Libsim [296], SENSEI [297]). There are libraries for implementing data-parallel visualization (VTK-m [298]) and analysis (DIY [299]), building graph algorithms in the language of linear algebra (GraphBLAS [300]), parallel computation of Delaunay and Voronoi tessellations (Tess [300][301]). Some example applications include using in situ visualization and code coupling for CFD code design space optimization [302] and in situ analysis and visualization of fusion simulations [303].

B.2.2 Previous workshops that Involve Data Management, Analysis, and Visualization

There is a rich history of community workshops focusing on research challenges in visualization, data management, and data analysis. Some of these have focused on the research challenges resulting from an evolving computational landscape, characterized by a deepening memory and storage hierarchy combined with increasing concurrency and heterogeneity in hardware, and how the advances that benefit simulation science also will benefit data-intensive workloads [304]. Related issues include the need to rethink algorithm design as we have evolved from vector to MPP to now heterogeneous architectures characterized by increasing node- or chip-level concurrency [305],[306]. Several point out the rapidly growing heterogeneity in the software ecosystem and the opportunities for leveraging advances and tools from industry and academia, particularly in data-intensive regimes like AI/ML [11][307].

In response to the well established trend of growth in volume and veracity of scientific data, some workshops have examined topics of adding processing at various stages in the storage hierarchy as a way to reduce I/O and also to enhance the value and usefulness of scientific data [12]. Others focused on reducing I/O loads by performing as much processing as possible while data is still in memory, an idea that has application to computational as well as experimental sciences [11][307][308].

Several workshops examine topics in the area of the convergence of computing and data, particularly in the regime of experimental and observational sciences, where advances in computational technology, such as use of digital twins run on remotely located HPC facilities, can help to optimize and control experiments in real time so as to produce better scientific data.

In this same vein, the data plays a central role in sustaining the R&D of data-centric methods, such as Artificial Intelligence (AI) and Machine Learning (ML) [309], where having a corpus of high-quality, curated reference data can advance many different fields, including visualization and analysis. In this problem space, the issue of data models and their impact on toolchains is particularly important.
for the design and implementation of multi-stage data-intensive processing pipelines and workflows [310].

Multiple reports point to challenges in the area of data management, analysis, and visualization where the onus of managing data and software used for analysis and visualization is the responsibility of the individual user, and how many programs would benefit from a more centralized approach to managing data and software R&D and deployment [311] [312]. One workshop, from an earlier period, was forward looking in this regard and highlighted the scientific and programmatic benefits of a large, coordinated data-centric effort on the scale of the SciDAC program to focus on data-related issues [313]. Noticeably absent from the list of prior efforts are workshops and reports centered on visualization, rather than on related topics, such as, data management, I/O, data reduction, etc. This workshop will address this gap by focusing primarily on visualization and including long neglected topics such as human cognition and science communication.

B.3 Scope

As discussed above, DOE has focused much of its research efforts in visualization on the support of the many scientific applications within the Office of Science. As part of the SciDAC program and the ASCR research portfolio this has led to many successful collaborations and has given rise to two visualization related Exascale Computing Project (ECP) projects tasked with providing the DOE community with reliable and scalable tools on future exascale platforms. However, the focus on (relatively) short term applications has also resulted in an emphasis on practical challenges in data management, in situ computations, and software integration and a comparative scarcity of fundamentally new visualization techniques and research directions. Over the last decades these trends have resulted in a sophisticated and scalable set of core tools and techniques addressing many day to day challenges. The goal of this workshop is to develop a research strategy aimed at expanding these core capabilities to include emerging applications, address existing gaps, and expand the reach of visualization beyond specific domain challenges. This will include a critical evaluation of past practices and new approaches to assess future advances.

The workshop comes at a time where data in all forms and shapes has become a ubiquitous and highly prized commodity, whether it comes from predictive simulations, scientific instruments, or sensor networks of any kind. Currently, only a small fraction of this data is amenable to straightforward visualization. Yet illustrations are typically the first step to understanding a new challenge, and are used for validation and communication throughout the lifetime of a project. Consequently, there exist tremendous opportunities in developing new techniques for currently underserved applications and challenging data types that can have an outsized impact on the overall outcome. Furthermore, the emergence of machine learning techniques, new technologies such as virtual and augmented reality, and the continued increase in processing power across all scales can open entirely new research directions and solution spaces. Finally, as an increasing number of decisions, scientific and otherwise, are based on data, both the importance of visualization and the size of its target audience has the potential to increase dramatically.

The workshop will collect feedback from the broader visualization community to identify research requirements and priorities for the next decade in developing new visualization capabilities that address and anticipate the entire breadth of DOE mission challenges from protecting critical infrastructure to accelerating scientific discovery across many domains such as climate science, material science, and high energy physics. The anticipated outcome is a collection of Priority Research Directions (PRDs) for DOE to support in order to create the foundation for a generation of highly impactful visualization tools and techniques.

B.4 Discussion Topics

In preliminary discussions the workshop committee has identified nine focus areas, grouped into four general themes that have been used to create the workshop agenda and recruit session leads for the respective breakouts. This section briefly recaps the different areas and provides a preliminary description of the respective technical challenges. However, this list should not be considered complete or final and refining topic areas and organizing them into meaningful research directions is one of the declared objectives of the workshop. Following a brief introduction this section will provide an overview of the current state of the art and open challenges to provide context and stimulate discussions.

B.4.1 Visualizing Complex Data

Typically, the most straightforward data to visualize are spatial distributions of single scalar values. One can either map the value to an additional visual channel, i.e., color and opacity which leads to volume rendering type visualizations [314], or extract subsets with specific values, which leads to
isosurface type visualizations [315]. However, there exist a vast range of data for which such simple approaches do not apply. In particular, the data might defy a simple mapping. For example, what if there exist multiple values at each location or each value represents a more complex concept (e.g., a vector, tensor, image, spectrum). Additionally, data is now coming from a diverse range of sources, in a diverse range of formats and types, each of which may contain complex data representations that do not easily map to existing visual analysis methods. Significant challenges remain in this multimodal, multivariate space. Another axis of complexity is data defined in dimensions higher than three, for which there exist no simple spatial representation even for something as (apparently) simple as a high-dimensional scalar function. While both challenges are related and in fact often occur jointly, considering them as the first two topics provides a convenient split into finding new visual encodings for nonscalar data and representing domains beyond 3D physical space.

B.4.2 Multivariate & Multimodal Data

Scientific data are becoming increasingly complex. They may arise from different data sources (multimodal) or consist of different attributes (multivariate), often coupled with spatiotemporal elements. We formalize our setting of complex data, in terms of scalar fields, vector fields, tensor fields, and multi-fields. For example, a combustion simulation produces scalar fields that represent physical measurements such as temperature and pressure, as well as vector fields that model turbulent flows. A molecular dynamics simulation generates tensor fields capturing a material’s strain and stress. The multi-scale and multi-physics nature of such simulations also gives rise to multi-fields, a collection of fields with different modalities on the same domain.

The study of multimode and multivariate data play an important role in advancing scientific understanding, from oceanography to astrophysics, chemistry to meteorology, and nuclear engineering to molecular dynamics. The analysis and visualization of such data is considered as one of the top challenges in scientific visualization [4]; see [316], [317], and [45] for surveys. Our ability to provide usable visualization and analysis methods and tools that compensate for the wide range of sources, modalities and content of data is key to advancing science. Integrating and interpreting diverse data coming from images and video, text, audio, sensor streams, instruments, and simulations is a significant research challenge that our community must address. Core challenges include representation, translation, alignment, fusion and co-learning or the ability to transfer knowledge between modalities [318].

Despite recent advances in the visualization of scalar fields [319], vector fields [320], and tensor fields [321], there are a number of research challenges surrounding the study of multivariate data, including data representation, comparison, integration, and fusion. Accounting for data that is both multimodal and multivariate mandates that we address challenges in this intersection space. For instance, how can multiple data attributes and their interrelation be encoded in a coherent representation? How robust is such a representation with respect to missing data and outliers? How can simulation results generated on different types of grids be intermixed using a common frame of reference? How can different attributes from different models be compared to each other? How can we design visualizations to minimize artifacts, during the rendering and registration of multiple data modalities? What are the next frontiers for interactive methods for multimodal and multivariate data?

B.4.3 High-Dimensional Data

With the ever-increasing amount of available computing resources, our ability to collect and generate a wide variety of large, complex, high-dimensional datasets continues to grow. High-dimensional datasets show up in numerous fields of study, such as economy, biology, chemistry, political science, astronomy, and physics, to name a few. Their wide availability, increasing size, and complexity continuously lead to new challenges and opportunities for their effective visualization. The physical limitations of the display devices and our visual system prevent the direct display and instantaneous recognition of structures with higher dimensions than two or three. In the past decades, a variety of approaches have been introduced to visually convey high-dimensional structural information by utilizing low-dimensional projections or abstractions: from dimensionality reduction to visual encoding, and from quantitative analysis to interactive exploration.

Many surveys have focused on different aspects of high-dimensional data visualization, such as parallel coordinates [66], [322], [323], quality measures [40], clutter reduction [41], visual data mining [324]–[326], and interactive techniques [327]. High-dimensional aspects of scientific data have also been investigated within the surveys [45], [328], while [316], [329], [330] focus on the various aspects of visual encoding techniques for multivariate data. The most recent survey [46] was also associated with an interactive website organizing most of the relevant literature [331].
Despite this impressive body of literature available, effective and intuitive graphical representation of high-dimensional data remains one of the most difficult open challenges in visualization. More research is needed in all aspects of this field, including interactive exploration of high-dimensional spaces, development of new visual metaphors, qualitative and quantitative representations, and domain-agnostic and domain-specific approaches.

B.4.2 Supporting Trusted Decision Making

The second theme of visualization techniques is focused on one the key use cases of visualization: providing decision makers the necessary insight and situational awareness to plan the next action, whether that is an immediate emergency response or a multi-year strategic plan. To enable trusted decision making requires three fundamental capabilities that define the three focus areas. First, is the ability to convey uncertainties in data, analysis, or predictions. By definition, difficult decisions accept multiple viable solutions and without proper care a single illustration might imply an unsupported confidence. This leads to the second focus area aimed at understanding the impacts of human peculiarities and shortcomings. Cognitive biases, limited visual perception for detail, and many other factors may result in a visualization being interpreted quite differently by different audiences and potentially very differently from its intended effect. Therefore, understanding the interplay between visualization design and its ultimate impact as well as how to properly evaluate the effect of a visualization are key in providing decision support. The final focus area acknowledges the fact that decisions are increasingly supported by and aimed at highly complex systems that are incomprehensible in their entirety. Developing techniques to interpret such systems is key to provide confidence and inspire trust in the results.

B.4.2.1 Uncertainty Visualization and Ensembles

Uncertainty visualization is a rapidly developing field with broad impacts in scientific discovery, science communication, and data-driven decision-making. While point estimates are a common quantity to consult in reasoning and decision-making, deviations from point estimates are troublesome. For example, trust in scientific content may erode as events contrary to a point estimate occur. Consumers of data-driven content are increasingly seeking information regarding how their point estimates may vary.

A recent survey by Kamal et al. [332] provides a comprehensive review of state-of-the-art uncertainty visualization approaches based on the data type and attributes they utilize along with their advantages and limitations. The authors also discuss popular evaluation methodologies for uncertainty visualization that are either empirical or theoretical. In a different survey by Padilla et al. [333], the authors suggest two broad categories of uncertainty visualization: graphical annotations, which may show properties of a distribution, such as the mean or confidence intervals, and visual encodings, which seek to evoke a sensation of uncertainty and do so by using visual channels, mapping uncertainty properties to visual characteristics, such as size, alpha or arrangement. With ensemble approaches becoming more widely adopted, there are many visualization efforts to capture the uncertainty of ensemble data. For example, accurately interpreting complex ensemble data plays a crucial role in high-risk decision-making situations or for understanding complex physical phenomena. Wang et al. [334] provided a comprehensive review of ensemble visualization techniques and a taxonomy covering multiple facets and dimensions of the ensemble data, including visualization of ensemble uncertainty.

While uncertainty visualization has seen large gains over the past few years, there are still valuable research directions. As extreme scale data, ensemble data and machine learning become increasingly popular in the DOE mission space and beyond, uncertainty visualization becomes even more challenging. Past work suggests the need for application-specific techniques and robust ways to test how uncertainty visualization methods may help their target user complete tasks of interest [66]. The breakout session will discuss challenges and opportunities on the topic to identify novel research directions with broad impact to DOE mission space.

B.4.2.2 Human Factors and Usability

Human-computer interaction (HCI), particularly in scientific visualization, is a rapidly growing field, driven not only by increases in data availability and size but also by a wide array of applications and modalities in which visualization can make an impact. Recent advances in our understanding of perceptual learning and reasoning processes are crucial in developing impactful visualization tools that adapt to the evolving needs of the target users. Furthermore, as data and visualization become more embedded in systemic decision-making processes, it is important that visualization tools which stakeholders use are properly validated. There exist valuable opportunities to develop human-centric design and evaluation guidelines, particularly those which may elevate minority viewpoints.

Three recent studies highlight that emphasis on human factors
and usability are as critical as technological innovation for broad and lasting impact. Offenwanger et. al. [335] suggest that bias in the gender representation of HCl study participants can call into question a study’s generalizability, and provide evidence of underrepresentation of women in HCl studies. Bergstrom et. al. [336] identify that few virtual reality (VR) studies establish guidelines on how to conduct user studies, and standards developed for evaluating 2D interaction may not apply. They propose recommendations and provide a checklist for future VR studies. Mamykina et. al. [337] describe two case studies of research projects that attempt to scale HCl research beyond small evaluation studies. They propose four design considerations for large-scale studies: designing for longevity, diversity, adoption, and abandonment. They suggest great importance on implementation and deployment, and building long-term relationships with user communities.

As the DOE scientific community experiences explosive growth in data volumes and dimensions, new human-centered visualization design frameworks and validation protocols are needed to capture context that goes beyond traditional user characteristics and account for cognitive and perceptual factors, domain expertise and experience, and factors related to the task at hand. There is plenty of evidence from medical imaging that one-size-does-not fit all when it comes to visualization tools, small scale usability studies in artificial settings do not translate well in the general user population, and universally optimized designs often have detrimental effects to individual users. How can future technologies effectively leverage user interactions during visual explorations to further inform the user model on the user’s expertise, experience, and specific perceptual and cognitive needs?

B.4.2.3 Interpretability of Complex Systems

The rapid adoption and evolution of artificial intelligence/machine learning (AI/ML) technologies in scientific research and automation has revolutionarily enlarged the spectrum of methodologies for scientific discovery. However, due to the high non-linearity and complexity of AI models, more widespread adoption is hindered by a lack of understanding of these black-box models in their internal working mechanisms and decision-making process. Explainable AI (XAI) has emerged to provide interpretation, increase transparency and establish trust targeting in all stages of AI model lifecycle, including model development, training, validation, and the practical use. This technique is essential for scientific users to have AI enabled solutions to deal with the increased volume and complexity of scientific data and problems and significantly increase the automation and reduce the time and cost of experiments.

XAI has grown exponentially for over a half decade since the seminal work introduced in 2014. Both AI and visual analytics (VA) communities have contributed to the state-of-the-art XAI with different preferences. The AI community aims to develop alternative interpretable models or use local/global explanations to explain one type of model behaviors, e.g., highlighting relevant input features to a model’s decision [338]-[340]. Instead, VA community excels at building an interactive visualization system that presents and connects multiple network components or learned features and supports drill-down study through user interactions to understand a specific network type or application [47][341][342]. There are also evaluation works to discuss the effectiveness, robustness, sensitivity and satisfaction of the XAI methods [338][343][344].

There are a few major challenges affecting the adoption of XAI in science. First, scientific data has its unique complexity and heterogeneity compared to natural images that most XAI methods are designed and demonstrated with. Potential data biases, theoretical approximations, a mixture of multimodal and multivariate attributes associated with data exist that must be addressed before feeding them to the models. Second, domain scientists are with distinguished knowledge to guide throughout model development, evaluation and actual use. A pathway of direct knowledge injection and human intervention is yet to establish beyond current focus on either presenting low-level computational results or generating high-level explanations. Third, thorough evaluation and utility of XAI methods in scientific applications are critical but insufficiently investigated that consider the scenarios with different targeted user groups (e.g., AI developers, domain experts), explanation tasks, and the correct code of conduct to adopt these methods.

The variety of modern scientific domains and experiment and simulation data of DOE national laboratories present a unique environment for this multidisciplinary and collaborative research, which will advance both ML and visualization techniques in industry and academia.

B.4.3 New Technological Frontiers

The third theme aims to look forward, to provide context for research and development that will be necessary to enable next-generation decision makers that are tasked with illuminating ever larger grand challenge science problems. Key problems must be addressed to facilitate scientific understanding at the largest scales, tackling problems that require multidisciplinary teams, deep expertise in multiple
disciplines and infrastructure capable of responding to these problems as science evolves and actionable decision making is an imperative. We introduce these in three topic areas, the first of which is data and technology at the edge which provides an overview of modern data acquisition and science driven analysis. The second topic area discusses novel technologies for visualization including novel interaction techniques, novel display modalities and the evolution of novel decision making ecosystems. Our final focus area provides an overview of the issues that must be addressed with extreme scale data.

**B.4.3.1 Data and Technology at the Edge**

Our world is becoming increasingly connected with evermore need for near real time data coming from instruments, sensors, networks, and wearables, etc. Furthermore, data-driven science has become a legitimate fourth pillar of science, and has in fact provided the underpinnings for the other three pillars: theory, experimentation, and computation. While data is being generated at a faster and faster rate, resulting in ever larger stores, it is of little use without the ability to translate this data into information, insight, and actionable decisions [345].

As a scientific community, particularly at scale, we are familiar with a centralized concept of data management and analysis that moves data close to computation. However, we are entering an age in which more diverse types of data are being collected, curated and made public in the interest of furthering research and discovery. Coalescing heterogeneous, geographically distributed digital assets for actionable decision making became a critical need during the COVID-19 pandemic. While the primary mechanism for access was through crude data repository access systems like GitHub, the availability of these disparate datasets gave rise to a large body of data-driven research, demonstrating the value of integrating these digital assets into the models that drive prediction and subsequent decision-making [346].

Cross-platform mechanisms for data access and analysis are now available that account for scale, heterogeneity, provenance, and the need for blending or linking with other digital assets [347][348]. While easy access to high quality, trusted data is a necessity, the ability to analyze these assets in the context of the given science is just as, if not more important. Statistical analysis and machine learning are critical tools for evidenced based decision making, informed by forecasting and predictions [349]. Furthermore, interpretability of these results is a necessary step towards actionable decision making in all scientific disciplines [349][353].

**B.4.3.2 Novel Technology for Visualization**

With respect to technology, change is the only constant. Display systems have evolved dramatically over the past decade. Resolution has increased; form-factors have diversified; all of which have given rise to a re-imagining of displays in decision making environments [354][355]. Virtual reality and augmented reality have evolved from purely experimental and gaming platforms to being put into practice in educational settings, medicine, behavioral health, and command and control environments [356][359]. One of the key enablers is the ability to easily and to the extent possible, naturally interact with digital assets and collaborators, whether remote or in-person.

Significant research has been conducted in the novel interaction space, providing the basis for future work [360]. Interacting with and controlling 3D widgets has been largely under explored, particularly in the context of aiding understanding [361][362]. Natural language processing (NLP) and toolkits like NLTK [363], Stanford CoreNLP [364], and NER [366] have been used to aid developers to perform tasks using speech. However, Natural language interfaces (NLIs) for visualization have emerged to allow users to interact with data via data-related queries that generate visualizations [366][369]. Additionally, toolkits are now available that reduce the barrier for building natural language interface systems for visualization and data analysis [370][371].

As these novel technologies mature, researchers are investigating novel ecosystems comprising a multitude of display and interaction modalities. Display ecologies that link spatially aware heterogeneous displays have been shown to effectively enable users to search for, organize and synthesize information, effectively acting as a single display environment from the user’s perspective [372]. Combining multiple displays, novel interaction mechanisms, and augmented and virtual reality is a growing area in which research has been conducted in the feasibility of these ecosystems for broad use [373][374] and the usability of these ecosystems for visual analysis and decision making [375][377].

**B.4.3.3 Extreme Scale Data**

The Department of Energy (DOE) Office of Science (SC) operates dozens of national science user facilities (SUFS) that span many disciplines [378]. These facilities include accelerators, colliders, supercomputers, light sources, and neutron sources, as well as facilities for studying the nanoworld, genomes, the environment, the atmosphere, and
the cosmos. Each of these facilities generates vast amounts of scientific data, and thanks to advances in technology, the size, rate, and complexity of this data is rapidly increasing.

Simulation, experiment, and observation are producing data at unprecedented rates and quantities, to the point that supercomputers are needed to analyze the data and draw meaningful scientific conclusions. On the experimental science side, the drivers of increasing data volume and velocity are a combination of factors. One is the increase in the resolution and readback rates of the instrument sensors and detectors. Readback rates for the sensors at LCLS-II are expected to increase by 4 orders of magnitude in the period between 2016 and 2025 [379]. Over the same period of time, annual data volume from the CMS experiment at LHC is expected to increase about 3 orders of magnitude from ~5 PB to ~197 PB [379][380]. On the computational science side, increase in data volume and velocity result from an increase in computational capacity at SUFs as the underlying systems continue to evolve and grow in concurrency, heterogeneity, and complexity. Science drivers include needing to run codes in minutes rather than weeks for effective experiment planning or real-time optimization, among others [381].

Simulated datasets produced in cosmology, earth system science, and fusion research are large and complex and require post-processing to find important effects like extreme weather events, the formation of structure in the early universe, and key plasma instabilities that affect fusion reactor performance. On the experimental/observational side, the volume of data produced is rising rapidly. For example, the current LHC output is on the order of 10 PB/year and is expected to rise to more than 150 PB/year in less than a decade, with a need to store exabytes' worth of data permanently. Projects like CMB-S4 (cosmic microwave background) and the Large Synoptic Survey Telescope (LSST) (optical) will gather tens to hundreds of PBs' worth of data [381]. From summaries of projected growth rates across the SUFs, we see a near future where individual facilities, of which there are dozens, are each generating collections of data in the range of tens to hundreds of petabytes per year. These projections suggest, when integrating across the entire program, that these science user facilities will be soon collectively acquiring exabytes of data per year. Affordable data storage, effective data access, distribution, and curation, and meaningful analysis are key challenges that these facilities increasingly face [382].

Beyond data volume and velocity, other trends include evolution in how scientific research is conducted that present challenges to established patterns. There is an increasing convergence of computing and data, where computational methods like machine learning are brought to bear on datasets like results of previous experiments so as to improve the accuracy or usefulness of a new experiment [382], and visual data exploration and analysis often plays a key role in this process [140]. Science projects are increasingly diverse in terms of geographic distribution of participants and resources. An increasingly common motif is where data is collected at an instrument where it undergoes initial processing, then is moved over the network to a central facility for additional processing and storage, then made accessible to a broad community of collaborators [382].

Another ongoing trend is the increasing heterogeneity in the software landscape. While applications like VisIt and ParaView are staples for HPC-based uses, there is a rapid growth in useful tools from academia, industry, and consortia, particularly those distributed as Python packages like Matplotlib [383]. There is a long-standing interest in being able to leverage software from diverse sources in scientific HPC applications, including those for visualization, analysis, data management, and learning [140][382].

DOE has funded R&D in several topical areas that are motivated by these trends. Scalable visualization applications like VisIt [285] and ParaView [384] routinely run at high concurrency on modern supercomputing platforms, and libraries like VTK-m provide the ability for developers to create platform-portable, custom visualization applications that run in shared-memory parallel fashion on a number of different modern architectures [93][384].

A useful approach for visualizing and analyzing very large data is to focus processing to a subset of data on the premise that for any given scientific inquiry, the portion of the dataset contributing to the answer is quite small compared to the size of the full-resolution data. The concept of query-driven visualization refers to focusing processing on a subset of data that is scientifically meaningful as expressed through a compound set of multidimensional- or multivariate-range queries [385][386]. A different approach for subset selection is to focus processing on features of interest, where features may be topological [387], geometric [388], or statistical [388][389].

Others have pursued approaches that involve compression and multi-resolution representations of data. Error-bounded lossy compression has been identified as one solution and has been tested for many use-cases: reducing streaming intensity (instruments), reducing storage and memory footprints, accelerating computation and accelerating data access and transfer [390]. Different approaches include SZ [391], orthogonal (or not) block transforms like ZFP [24], those based on multiresolution and hierarchical basis...
functions like wavelet transforms [392], singular value decomposition [393], and multi-level approaches [394].

Finally, another approach for working with very large data is to do analysis or visualization on data while it is still resident in memory as it is generated. This pattern is known as in situ processing, and the idea is to avoid the widening gap between our ability to generate data and our ability to write it to storage for later post hoc analysis or visualization [140] [395]. There is a diversity in the ways this processing motif may be implemented: in some cases, data moves from one set of ranks to another for processing, while in other cases the data does not move and is processed in place. A recent community document enumerates the taxonomy and terminology for these different configurations and modalities [107]. Such an approach has been shown to significantly reduce I/O demands by computing data extracts, such as rendered images from visualization or data subsets, from full spatiotemporal resolution data [396]. Since both data reduction and in situ processing were recently the focus of dedicated workshops able to cover them much more extensively they are considered out of scope for the current visualization focused effort.

B.4.4 Equity in Access to Science

There is general agreement that visualization plays a critical role in the development and dissemination in many scientific disciplines. The modern age of information and data availability provides the promise for solutions to larger, more impactful problems. However, significant disparities in access to data, computation, and research exist. The visualization community has an opportunity and a responsibility to engage in research that specifically addresses issues contributing to barriers to or lack of access to visual representations, analytical reasoning and decision making methods and tools. In addition to availability, access refers to issues related to bias, inclusion, and the general consideration of the person or persons in the visualization process.

Taking advantage of the highest bandwidth channel in the human brain, visualization provides a powerful means for synthesizing data and information and communicating complex phenomena to diverse populations. For visualization to become truly inclusive, we must grow our body of visualization research that adopts a “do no harm” mantra. This necessarily dictates that research must be done to measure and prevent introducing bias in both data and visualization, to reflect equity awareness for race, ethnicity, gender, and disability, and to include cultural competency. While the visualization community has researched cognitive bias during the visualization process [397]-[399], there has been little work for strategies to mitigate bias [400], an area that has potential for considerable growth. As part of the Visualization for Communication workshop at IEEE Visualization 2020, work was presented that identified eight areas in which researchers and analysts could be more inclusive with their visualizations [401].

There is a growing body of work investigating personalized visualizations, initially seeking to investigate which aspects of a visualization are of interest, what representations are more meaningful, and to what extent systems can automatically recommend visual representations based on an individual's preferences [256][256]. Recently, a research agenda has been proposed that addresses the need to consider individual differences in the design process. Moreover, evaluation research needs to be expanded to further explore whether there is a signal that suggests personality is encoded in a user’s response during interaction, reasoning and decision-making [402].

For visualization to be truly accessible by the masses, methods, tools and systems must be ubiquitous. Usability and interpretability are key to adoption and there is a large body of literature dedicated to the study and application of visualization in diverse domains, including works similar to [403]-[408]. While visual analytics emerged over two decades ago in response to the growing need to examine the intersection of interactive visualization, computational analysis and analytical reasoning [409], there is potential for growth to examine the computational analysis space, and to a greater degree, analytical reasoning. Including research from other, more mature fields studying decision making, and developing evaluation methodologies that measure and validate decision making as a part of the visualization process is key to adoption and usability from diverse communities [409][410]. Substantial advances in this space will allow visualization to play a pivotal role in democratizing access to science outside the traditional boundaries of highly specialized audiences.
### Appendix C - Acronyms and Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One-dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three-dimensional</td>
</tr>
<tr>
<td>ACORN</td>
<td>Adaptive coordinate networks for neural scene representation</td>
</tr>
<tr>
<td>ADIOS</td>
<td>Adaptable Input Output System</td>
</tr>
<tr>
<td>AI</td>
<td>Artificial intelligence</td>
</tr>
<tr>
<td>AMM</td>
<td>Adaptive multilinear meshes</td>
</tr>
<tr>
<td>API</td>
<td>Application programming interface</td>
</tr>
<tr>
<td>AR</td>
<td>Augmented reality</td>
</tr>
<tr>
<td>ASCAC</td>
<td>Advanced Scientific Computing Advisory Committee</td>
</tr>
<tr>
<td>ASCI</td>
<td>Accelerated Strategic Computing Initiative</td>
</tr>
<tr>
<td>ASCR</td>
<td>Office of Advanced Scientific Computing Research</td>
</tr>
<tr>
<td>AWS</td>
<td>Amazon Web Services</td>
</tr>
<tr>
<td>CPU</td>
<td>Central processing unit</td>
</tr>
<tr>
<td>CSCW</td>
<td>Computer-supported cooperative work</td>
</tr>
<tr>
<td>DAV</td>
<td>Data analysis and visualization</td>
</tr>
<tr>
<td>DOE</td>
<td>Department of Energy</td>
</tr>
<tr>
<td>EOD</td>
<td>Experimental and observational data</td>
</tr>
<tr>
<td>FAIR</td>
<td>Findable, Accessible, Interoperable, and Reproducible.</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field-programmable gate array</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics processing unit</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical user interface</td>
</tr>
<tr>
<td>HCI</td>
<td>Human–computer interaction</td>
</tr>
<tr>
<td>HDF5</td>
<td>Hierarchical data format version 5</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>HPC</td>
<td>High performance computing</td>
</tr>
<tr>
<td>I/O</td>
<td>Input/output</td>
</tr>
<tr>
<td>IaaS</td>
<td>Infrastructure as a service.</td>
</tr>
<tr>
<td>LLNL</td>
<td>Lawrence Livermore National Laboratory</td>
</tr>
<tr>
<td>MFEM</td>
<td>Modular Finite Element Methods software</td>
</tr>
<tr>
<td>ML</td>
<td>Machine learning</td>
</tr>
<tr>
<td>MR</td>
<td>Mixed reality</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NCEP</td>
<td>National Centers for Environmental Prediction</td>
</tr>
<tr>
<td>NeRF</td>
<td>Neural radiance fields</td>
</tr>
<tr>
<td>netCDF</td>
<td>network Common Data Form</td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration</td>
</tr>
<tr>
<td>ONNX</td>
<td>Open Neural Network Exchange</td>
</tr>
<tr>
<td>ORNL</td>
<td>Oak Ridge National Laboratory</td>
</tr>
<tr>
<td>PRD</td>
<td>Priority research direction</td>
</tr>
<tr>
<td>RL</td>
<td>Reinforcement learning</td>
</tr>
<tr>
<td>SaaS</td>
<td>Software as a service</td>
</tr>
<tr>
<td>SciDAC</td>
<td>Office of Science Scientific Discovery through Advanced Computing</td>
</tr>
<tr>
<td>SOA</td>
<td>Service-oriented architecture</td>
</tr>
<tr>
<td>TPU</td>
<td>Tensor processing unit</td>
</tr>
<tr>
<td>UC</td>
<td>University of California</td>
</tr>
<tr>
<td>UX</td>
<td>User experience</td>
</tr>
<tr>
<td>VaaS</td>
<td>Visualization as a service</td>
</tr>
<tr>
<td>VACET</td>
<td>Visualization and Analytics Center for Enabling Technologies</td>
</tr>
<tr>
<td>VCI</td>
<td>Visualization Cloud Instances</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>VMD</td>
<td>Visual molecular dynamics</td>
</tr>
<tr>
<td>VR</td>
<td>Virtual reality</td>
</tr>
<tr>
<td>VTK</td>
<td>Visualization Toolkit</td>
</tr>
<tr>
<td>XAI</td>
<td>eXplainable artificial intelligence</td>
</tr>
<tr>
<td>XDMF</td>
<td>eXtensible Data Model and Format.</td>
</tr>
<tr>
<td>XR</td>
<td>eXtended reality</td>
</tr>
</tbody>
</table>
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