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Summary. The Material Point Method (MPM) is widely used for challenging applica-
tions in engineering, and animation. The complexity of the method makes error estimation
challenging. Error analysis of a simple MPM method is undertaken and the global error
is shown to be first order in space and time for a widely-used variant of the method.
Computational experiments illustrate the estimated accuracy.

1 INTRODUCTION

The Material Point Method (MPM) has proved to be capable of solving many chal-
lenging problems in computational mechanics [7, 11]. While for many methods in com-
putational mechanics computational error estimates are available, they are very much
lacking for the Material Point Method. In part this is due to the complex system of time-
dependent non-linear equations and the need to track the error as it evolves in time. This
work is concerned with examining possible error estimation approaches for the Material
Point Method. The first step is to makes precise the sources and forms of the different
MPM errors see [4]. estimating these errors may involve a finite element like method [1]
or making use of a simpler linearity preservation formulation [6, 5] to define the accuracy
in the different stages of the method. This was the approach in [4]. The first step is to
use these estimates to understand the global order of accuracy. A preliminary step in this
direction was taken by [10], to look at the form of the particle velocity and acceleration
errors under reasonable but unproven assumptions about the assumed order of accuracy
of the errors. Here the idea is to end this to use the error decomposition derived by [4]
to develop expressions for the accuracy of all the computed components. This derivation
shows first order accuracy for a widely-used MPM method. There are then two approaches
that are possible. One is to explicitly model the error equations ,[4]. While the second
is to use an extrapolation approach in which the main calculation is complemented by a
subsidiary calculation on a coarse (or finer) mesh. This approach was initially explored
by [9] but needs the order of accuracy derived here to be extended further. A number
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of computational experiments are used to illustrate the accuracy of MPM for a simple
model problem.

2 MPM MODEL PROBLEM

A standard MPM model used here follows [5] in being a pair of equations connecting
velocity v, displacement u, stress σ and density ρ (here assumed constant):

Du

Dt
= v, (1)

ρ
Dv

Dt
=
∂σ

∂x
+ b(x, t), (2)

with a linear stress model σ = Ê ∂u
∂x

for which Young’s modulus, E, is constant, a body
force b, which is initially assumed to be zero, and with appropriate boundary and initial
conditions. For convenience a mesh of equally spaced N + 1 fixed nodes Xi with intervals
Ii = [Xi, Xi+1] , on on the interval [a, b] is used where

a = X0 < X1 < ... < XN = b, (3)

h = Xi −Xi−1. (4)

It will also be assumed that periodic boundary conditions exist, together with appropriate
initial conditions. The approach used corresponds to a stress-last [2] or a symplectic Euler
A method [3]. Following Bardenhagen [2] it is preferable to increment stress last and to
use the GIMP method for spatial discretization. It will also be assumed that are np

particles initially between each pair of nodes, situated at xnp points where at each time
step, tn = δt ∗n, where n is the nth time step, and the computed displacement at the pth
particles will be written as unp = u(xnp , t

n). The initial volume of the particles is uniform
for the np particles in an interval. The particle volumes are defined using the deformation
gradient, F n

p , and the initial particle volume,V 0
p ,

V n
p = F n

p V
0
p , where V 0

p ,=
h

np

, where F 0
p = 1 (5)

The nodal velocity is initially given by the mass-related mapping

vni =
∑
p

Sn
pi

mp

mi

vnp (6)

At the beginning of each subsequent step it is assumed that particle positions and
velocities xnp and vnp , stresses and deformation gradients σn

p and F n
p exist. There are two

key mappings in MPM. The first is an interpolation mapping from particles to grid (and
back again) For example for the grid (vni a) and particle velocities. (vnp ) at time tn

vni =
∑
p

Sn
piv

n
p (andvnp =

∑
p

Sn
ipv

n
i ) (7)

In this case the subscript pi represents a mapping from particles p to node i while the
subscript ip represents a mapping from nodes i to particles p. Linearity preservation
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means that
∑

p S
n
pi = 1 and that

∑
p S

n
pix

n
p = xi The interpolation error in this mapping

may be approximately written as [4] (where errors in vnp are ignored)

EIvni = CEV ih
2 (orEIvnp = CEV ph

2) (8)

The second mapping uses particle values to compute a derivative at the nodes (or nodal
values to compute a derivative at the particles).

∂v

∂x
(xi, tn) =

∑
p

Dn
piv

n
p , (or

∂v

∂x
(xp, tn) =

∑
p

Dn
ipv

n
i ) (9)

The first-order interpolation and differentiation error in this mapping may be approxi-
mately written as [4] (again where errors in vnp (and vni ) are ignored)

EIvni,x = Chh (orEIvnp,x = Chh) (10)

for obvious choices of constants Ch. Throughout in what follows such constants will
be chosen and used to ease the complexity of the description.It should be note that, for
example Ch will be any constant that multiplies h and that this is the lowest power of ,say,
h in the error in this case. The errors in these mappings are fundamental in understanding
the how the errors evolve in MPM. The calculation of the acceleration in MPM at the
nodes requires the calculation of the volume integral of the divergence of the stress using
the equations (and ignoring external forces)

ani =
−1

mi

∑
p

Dn
piσ

n
pF

n
p V

0
p (11)

The negative sign arises as a result of using integration by parts [5]. The error in this
approximation may be approximated by [4]

Eani = Chh− 1

mi

∑
p

Dn
pi(Eσ

n
pF

n
p + σn

pEF
n
p )V 0

p (12)

Where Eσn
p and EF n

p are the stress and deformation gradient errors at time tn. The local
error on just one time step assuming no error at the start of the step is

LEani = Chh (13)

The equation to update the velocities at the nodes is then given by

vn+1
i = vni + dtani (14)

The nodal velocity vi error is Evni which is defined by existing particle errors and an
interpolation error Evinpi by

Evni =
∑
p

Sn
pi

mp

mi

Evnp + EIvnpi (15)
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where EIvnpi is the mapping error associated with the coefficients Sn
pi and [4]

EIvnpi = Ch2h
2 (16)

The global error in this forward Euler step at time tn+1 is given by Evn+1
i and its evolution

may be approximated by

EV n+1
i = Evni +

dt2

2

d2vni
dt2

+ dtEani + EIvnpi (17)

The local part of this error assuming no error at the start of the step is

LEV n+1
i = Cdt2dt

2 + Chdtdth+ Ch2h
2 (18)

and the second time derivative term is the local time error from the Euler approximation.
The equation for the update of the particle velocity is then:

vn+1
p = vnp + dt

∑
i

Sn
ipa

n
i (19)

The associated global error is Evn+1
p whose evolution may be approximated by

Evn+1
p = Evnp + Cdt2dt

2 + dt
∑
i

Sn
ipEa

n
i + dtCh2h

2 (20)

and where the rightmost term is the O(h2) mapping error associated with the coefficients
Sn
ip. Again, the dt2 term is the local time error. The local form of this, assuming no

previous errors, is using (13)

LEvn+1
p = Cdt2dt

2 + dt
∑
i

Sn
ipChh+ dtCh2h

2 (21)

The velocity gradients at particles are calculated using the formula

∂vn+1

∂x
(xp) =

∑
i

Dn
ipv

n+1
i (22)

with an associated derivative approximation error as denoted by Evi+1
xp , where

Evn+1
xp = Chh+

∑
i

Dn
ipEv

n+1
i (23)

The local error part of this is

LEvn+1
xp = Chh+

∑
i

Dn
ipLEV

n+1
i (24)
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Which may be written out in full as

LEvn+1
xp = Chh+

∑
i

Dn
ip

(
Cdt2dt

2 + Chh+ Ch2h
2
)

(25)

or more straightforwardly rewritten by absorbing the Dip terms into the constants as

LEvn+1
xp = Chh+ Cdt2dt

2 + Ch2h
2 (26)

These velocity gradients are used to update the deformation gradients at particles

F n+1
p = F n

p + dt
∂vn+1

∂x
(xnp , tn)F n

p dt (27)

For the deformation gradient F n
p the error evolution the associated global error as denoted

by EF n+1
p may be approximated by

EF n+1
p = EF n

p − dt2

2

d2Fp

dt2
+ dtF n

p EV
n+1
xp (28)

The second time derivative term corresponds to the local error from a semi-implicit Euler
step with updated particle velocity derivatives at tn+1. The local error accumulated on
just one timestep is

LEF n+1
p = dt2Cdt2 + dtF n

p LEV
n+1
xp (29)

Stress is updated using the appropriate constitutive model and Young’s Modulus, Ê,

σn+1
p = σn

p + dtÊ
∂vn+1

∂x
(xnp ) (30)

The associated global error is Eσn+1
p In this case the stress global time and space error

approximately evolves according to

Eσn+1
p = Eσn

p + dt2Cdt2 + dtÊ EV n+1
xp (31)

where, again, the dt2 term is the local time integration error. The local stress error
accumulated over one time step is

LEσn+1
p = dt2Cdt2 + dtÊ LEvi+1

xp (32)

This may be written out in short form by using equation (26) as

LEσn+1
p = dt2Cdt2 + Cdthhdt+ Ch2dtdth

2 (33)

The equation for the particle position update is

xn+1
p = xnp + dtvn+1

p (34)

5



Martin Berzins

The associated global error is denoted by Exn+1
p and for the particle update the global

error evolves according to

Exn+1
p = Exnp −

dt2

2

d2xn+1
p

dt2
+ dtEvn+1

p (35)

and the local form of this, assuming no prior errors, is

LExn+1
p = Cdt2dt

2 + dtLEvn+1
p (36)

which again, after absorbing Sip terms into the constants and keeping only the lowest
powers of h and dt, is

LExn+1
p = dt2Cdt2 + dt2

[
hCh + h2Ch2

]
(37)

3 From Local to Global Errors

In general moving from the local error estimates to global error estimates is not straight
forward. The main idea here is to show that adding the local errors on any step and
estimating the new step results in the same lowest powers of dt and h. For example the
acceleration error on the second step may be written as

Ea
(2)
i = Chh+

1

mi

∑
p

D1
pi(LEσ

1
pF

1
p + σ1

pLEF
1
p )V 0

p (38)

Combining (26) (29) and (32) and rearranging gives

Ea
(2)
i = Chh+ Cdt2dt

2 + Chdthdt+ h.o.t (39)

3.1 Stress Error

In estimating the stress error, the acceleration error above is then transferred to the
nodal velocity error via (18) yielding

EV 2
i = Cdt2dt

2 + Chdthdt+ Ch2h
2 (40)

and so onto the particle velocity derivative error via (24) giving

Ev(2)
xp = Chh+ Cdt2dt

2 + Chdthdt+ Cdt2h
2 (41)

And then to the stress error via (31) giving

Eσ(2)
p = Cdt2dt

2 + dt(Chh+ Ch2h
2) + dt(Cdt2dt

2 + Chh+ Ch2h
2) (42)

Collecting together terms and ignoring higher powers of dt gives.

Eσ(2)
p = Cdt2dt

2 + Chdthdt+ Ch2dtdt h
2 (43)

The stress error at the end of the second step thus has the same lowest powers of h and
dt as at the first step.
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3.2 Displacement Error

On the second step the displacement error is, after combining dt2 terms.

Ex(2)
p = LEx(1)

p + Cdt2dt
2 + dtLEv(2)

p (44)

which by using (21) and (37) may be written as

Exn+1
p = LEx(1)

p + Cdt2dt
2 + dt

∑
i

S2
ipEa

(2)
i + dt2Ch2h

2 (45)

and may be summarized, after collecting together terms, and only including the lower
order terms as

Ex2
p = Cdt2dt

2 + Cdt2hhdt
2 + dt2Cdt2h2h

2 (46)

These are the same lowest powers of h and dt as in the local error in (37). This also shows
that there is greater accuracy in the displacement than the stress or velocity , for example,
as the results below will show. From the local error analysis above we can deduce that the
global errors in stress acceleration velocity and displacement will be one power of dt less
than the local error, following standard time integration theory for initial value problems.
One complication arises with large Young’s Modulus Ê in that when E = 1000 say then
this has a dramatic impact on the global error in stress.

4 Observed Order of Accuracy

The form of the error derived above now makes it possible to check the derived error
accuracy against the observed error. The model problem used in that in [5, 4] except that
the parameter A = 0.05 that multiplies the error does not depend on the mesh spacing
h as in [4] and so the errors are one power of h lower than in that paper. The errors are
measured by taking the L2 norm at each time step in each quantity and then finding its
maximum value over all the time steps. These results show the higher accuracy of the

Table 1: Errors of MPM GIMP dt =2.5e-5, 4 particles per cell.

E=1000 E=4
h Err xp Err vp Err σp NGridX Err xp Err vp Err σp NGridX

1/10 2.5e-3 1.58 24 504 2.4e-3 3.4e-2 9.0e-2 32
1/20 6.7e-4 2.6e-1 9.3 1742 5.6e-4 7.6e-3 3.5e-2 112
1/40 3.4e-4 5.8e-2 6.3 6560 3.4e-4 3.0e-3 2.5e-2 416
1/80 3.4e-4 4.5e-2 6.2 25862 3.4e-4 2.8e-3 2.5e-2 1640

displacement errors and first order accuracy overall. The expected behavior as power of
h is seen. For the finer meshes there may be little improvement in accuracy, because of
the increased number of grid crossings (NGridX) and hence additional errors introduced ,
see [8]. It would be possible to modify the algorithm and/or the analysis to accommodate
this. For large value of the Young’s Modulus Ê the Stress (and acceleration - not shown
for brevity) errors are much larger than for smaller values of the modulus.
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5 CONCLUSIONS

In this extended abstract an introductory discussion has been provided with regard to
the errors in the material point method with a view to understanding better the error
estimation approaches that may be used in the future to build on [4, 1]. Further work is
needed on MPM convergence with grid crossing.
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