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Abstract.

The Uintah framework for solving a broad class of fluid-stauetinteraction problems uses a layered task-
graph approach that decouples the problem specificationsas af tasks from the adaptove runtime system that
executes these tasks. Uintah has been developed by usioglarmprdriven approach that dates back to its inception.
Using this approach it is possible to improve the performari¢ckeoproblem-independent software components to
enable the solution of broad classes of problems as well adrifing problem itself. This process is illustrated by
a motivating problem that is the computational modeling of theands posed by thousands of explosive devices
during a Deflagration to Detonation Transition (DDT) thatweed on Highway 6 in Utah. In order to solve this
complex fluid-structure interaction problem at the requieale, algorithmic and data structure improvements were
needed in a code that already appeared to work well at schleseTtransformations enabled scalable runs for our
target problem and provided the capability to model the ttimmsto detonation. The performance improvements
achieved are shown and the solution to the target probleride® insight as to why the detonation happened , as
well as to a possible remediation strategy.
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1. Introduction. The move to multi-petaflop and eventually exascale comgudirer
the next decade is seen as requiring changes in both the tygregrams that written and
to how programs will make use of novel computer architectureorder to perform the
large-scale computational science simulations sucdgssfone approach that is seen as a
candidate for successful code at such scales uses a digrafgil model of the computation
to schedule work adaptively and asynchronously. The piaievdlue of this methodology
is expressed by [23, 19fxascale programming will require prioritization of crital-path
and non-critical path tasks, adaptive directed acyclicghmacheduling of critical-path tasks,
and adaptive rebalancing of all tasks with the freedom ofpudting the rebalancing of non-
critical tasks on the path itselfSiven such statements it is important to understand thesval
of this the approach as used, for example, in the Uintah fnarie [33] when applied to
challenging large-scale computational problems. Theldpmeent of the Uintah code has,
since its very inception been driven by such problems. Thigoissible as the graph-based
task approach provides a clean separation between theepraplecifications that defines the
tasks and the runtime system that executes the tasks. lempeots to the runtime system
thus have a potential impact on all applications.

The aim in this paper is to illustrate this process and to stimt achieving scalable
real world science and engineering calculations, reqiivesssential approaches. One is to
develop a prototypical calculation that exercises thederalculations of the algorithm and
framework and the other is to use extremely large simulatiorexpose algorithmic and data
structure deficiencies in both the computational and conication methods. The motivat-
ing problem considered here is a hazard modeling probleohimg energetic materials that
resulted in a potentially catastrophic event on Highway Btah in 2005 when a truck carry-
ing 36,000 pounds of seismic boosters overturned, caughtind within minutes detonated,
creating a crater 70 feet wide by 30 feet deep.
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Energetic materials may be classified as either propellagtetechnics or explosives.
The most prominent characteristic of these materials igdke at which they can release
energy, ranging from relatively slow and benign reactiomsxtremely fast and violent.
Specifically, the slow rate of combustion (deflagration) haracterized by wave speeds of
10s-100sn/s while a detonation combustion front moves at 1000%. These modes have
been studied for single monolithic devices and are relgtmell understood. What is less
known, and the focus of our research, is the cause of a Defilagita Detonation Transition
(DDT) in large arrays of small energetic devices. Theseyaraae used in the mining industry
and are being transported on our nation’s highways. The qpestion is whether or not the
explosives could have been transported in a safer mannsrtegaevent the detonation. The
goal of this research is to understand how DDT of multipleysrof explosives can occur
in similar situations and to use computational models tp fiemulate a packaging config-
uration to suppress it. To address these questions we hagoded a DDT model that has
shown great promise in simulating reactive fluid-struciateractions. In parallel with this
development the underlying Uintah framework has been ebe@ifrom our starting point of
scalability on DOEs Titan [32] and Mira [34] to the combiratiof fluid-structure interaction
and adaptive models needed for a broad class of problemsci@tienge in undertaking this
extension is that algorithms that may have had hidden pgatnproblematic dependencies
with small constants at large core counts may only beconibleiat close to full machine
capacity. In order to address these problems required afmedtal rewrite of many of the
algorithms and data structures to improve their efficierdyer introducing new, more effi-
cient algorithms and data structures it was possible to deirate reasonable scalability on
700K cores on DOE’s Mira and NSF’s Blue Waters and to 512K€oreDOE’s Mira for the
real world, complex fluid-structure interaction problencdsed on modeling DDT in large
arrays of explosives. This process is described as followSection 2 the Uintah framework
and its unique runtime system is described in outline. Awdison of the Uintah problem
class and of the DDT modeling of a large array of explosivéncigrs is presented in Section
3. Section 4 describes both the scalability challengesifaoel the new algorithms and data
structures introduced to achieve a scalable simulatiorSeletion 5, the scalability and per-
formance results obtained will be given. Section 6 dessrthe computational experiments
with four DDT cases while Section 7 describes related worlkiter similar computational
frameworks.

Our conclusion is that these improvements have made itlgessimodel the detonation
calculation. The results from this model have shown thairkgion does occur in a prototyp-
ical simulation and that it looks likely that a different éagive storage approach would have
helped prevent detonation. Furthermore the Uintah adaliAG-based approach provides
a very powerful abstraction for solving challenging mitiale multi-physics engineering
problems on some of the largest and most powerful computeikable today.

2. Uintah Infrastructure. The Uintah open-source software framework was originally
created at the University of Utah DOE Center for the Simalatf Accidental Fires and
Explosions (C-SAFE) [14,38,37]. Uintah has since been tsedlve a variety of challenging
fluid, solid, and fluid-structure interaction problems fr@mwariety of domains described
in [8], such as angiogenesis, tissue engineering, greemumodeling, blast-wave simulation,
semi-conductor design and multi-scale materials research

The Uintah framework is based on the fundamental idea otttring applications
drivers and applications packages as a Directed AcyclipiB(BAG) of computational tasks,
belonging to Uintah components that access local and gifaialfrom adata warehouséhat
is part of an MPI process and that deals with the details ofrcomication. A runtime system
manages the asynchronous and out-of-order (where apatepeixecution of these tasks and
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addresses the complexities of (global) MPI and (per nodepathbased communication. Each
Uintah component implements the algorithms necessary\e partial differential equations
(PDEs) on structured adaptive mesh refinement (SAMR) gfils.runtime system provides
a mechanism for integrating multiple simulation composemtd by analyzing the dependen-
cies and communication patterns between these comporféaitsngly execute the resulting
multi-physics simulation. Four primary components haverbdeveloped and include: 1)
a low and high-speed compressible flow solver, ICE [24]; 2)ademal point method algo-
rithm, MPM [45] for structural mechanics; 3) a fluid-struatinteraction (FSI) algorithm,
MPMICE which combines the ICE and MPM components [21, 22} 4pa turbulent react-
ing CFD component, ARCHES [42] designed for simulation obtlent reacting flows with
participating media radiation. These underlying compdseane essentially developed in an
agnostic communication free way as the framework was dedif#8] to allow the developer
to focus solely on developing the tasks for solving the phdifferential equations on a local
set of block structured grids without using any specific MRllc Uintah components are
primarily composed of C++ classes that follow a simple APestablish connections with
other components in the system. The component itself isesspd as a sequence of tasks
where data dependencies (inputs and outputs) are expbgécified by the developer. The
tasks along with the data dependencies are then compileditask-graph representation
(Directed Acyclic Graph) to express the parallel compotatilong with the underlying data
dependencies. The smallest unit of parallel work is a patchposed of a hexahedral cube
of grid cells. Each task has a C++ method for the actual coatipmt and each component
specifies a list of tasks to be performed and the data depeledelnetween them [9]. The
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FiG. 1. Uintah Architecture and Uintah Nodal Runtime System

underlying runtime system executes these tasks in a panaiethat is independent of the
actual application itself. This division of labor betwed&e &application code and the runtime
system allows the developers of the underlying parallebstfucture to focus on scalability
concerns such as load balancing, task (component) schgdabmmunications, including

accelerator or co-processor interaction. In addition,i¥@andled at this level with a design
that facilitates the incorporation of efficient librariasch as PIDX [27]. The separation, of
user code and runtime system, as illustrated by Figure 1atsadthe runtime system that
is used on each compute node, see Figure 1, permits us tadevadvances in the runtime
system, such as scalability, to be immediately applied iegtions without any additional

work by the component developer. The nodal component ofthéme system has an exe-

3



cution layer that runs on each core that also queries the datistructures in order to find
tasks to execute and works with a single data warehouse géraore node to access local
variables and and non-local variables through MPI commaiitns. Each mesh patch that is
executed on a node uses a local task graph that is composiee algorithmic steps (tasks)
that are stored along with various queues that determinehatiaisk is ready to run. Data
management including the movement of data between nodeg wafith the actual storage of
data in the Data Warehouse occurs on a per node basis. Tl exdeution of the various
tasks are distributed on a per core level. Communicatiowds the task queues, the tasks
itself and the data warehouse occur on a nodal level and avensim Figure 1. While this
separation of concerns and indeed even some user-codedrasrizhanged since the first re-
leases of Uintah, as systems have grown in complexity arid,gba runtime system has been
substantially rewritten several times [10] to ensure cared scalability for the largest com-
puter systems available to us. This scalability is achig¢kiemligh several novel features in the
code. The Uintah software makes use of scalable adaptive reéeement [30, 31, 29] and
a novel load balancing approach [28], which improves onrotiest models. While Uintah
uses a Directed Acyclic Graph approach for task schedutliregyse of dynamic/ out-of-order
task execution is important in improving scalability [3#or systems with reduced memory
per core, only one MPI process and only one data warehous®gerare used. Threads are
used for task execution on individual cores. This has magplessible to reduce memory use
by an order of magnitude and led to better scalability [32Hdional details surrounding
Uintah’s runtime system can be found in [34]. However, evéh ¥his successful approach,
the applications developer must still write code that eestinat both the computational costs
and the communications costs are sufficiently well-baldngeorder to achieve scalability.
In the case where scaling is not achieved, Uintah’s detaileditoring system is often able
to identify the source of the inefficiency.

For example, Uintah scales well on a variety of machinesuttiolg those with Intel or
AMD processors and Infiniband interconnects such as Stampbkd Cray machines such
as Titan and Blue Waters and the Blue Gene/Q machines lika,NBA]. Extensions to
GPU and Xeon Phi machines are underway at present. The adesndf a separate runtime
system differentiated from the main component code allougdb identify shortcomings,
(see Section 4) and improve the algorithms resulting in awed scalability (see Section 5)
at the largest problem sizes and core counts without chgragiy applications code.

3. Target Scenario and Modeling a DDT. When modeling DDT in solid explosives
there are three modes of combustion to consider, condwidil@gration, convective deflagra-
tion and detonation. Conductive deflagration occurs ondhfase of the explosive material at
low pressures and has a relatively slow flame propagatioth@order of a fewmn /sec [43]).

To model conductive deflagration, Uintah has adopted the W8B imodel [47] which has
been validated over a wide range of pressures, temperatndegrid resolutions against ex-
perimental data [40, 39]. The WSB model is a global kineticenbmodel which allows
exothermic reactions to be represented at the macro-saad]ing the use of coarser grid
resolutions without the loss of fidelity. This is essentidlen trying to simulate problems
requiring large physical domains.

Convective deflagration propagates at a much faster rae(&dindredn/sec [6]) and
is seen as a very important combustion mode in the transiticstetonation. Convective
deflagration occurs when pressures are sufficient to dexitbasflame stand off distance
allowing for the flame to penetrate into cracks or pores indhmaged explosive [3]. This
increases the surface area available for burning, thusasang the mass rate converted from a
solid to gas and the exothermic energy released, furthezastng the pressure and burn rate.
We model this with an isotropic damage model (ViscoSCRAN {6determine the extent of
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cracking in the solid. The localized pressure and matedaiabe is used to determine where
convective deflagration is occurring. The WSB burn modelénthsed to calculate the mass
converted to gas within the solid.

In order for an explosive to transition into a detonation,respure threshold must be
reached. For octahydro-1,3,5,7-tetranitro-1,3,5,/ageticine (HMX), the explosive of inter-
est, this pressure is 53 Pa [40]. Once the detonation pressure threshold is reached the
JWL++ reactive flow model [44] is used to model detonation. ©heur hypotheses for a
DDT in an array of explosives is that inertial confinement dedformation of the reacting
cylinders pressing together, forms a barrier that allovesltical pressure to increase to that
needed for detonation.

3.1. Multi-material governing equations. The governing multi-material model equa-
tions are stated and described, but not developed, herér dédvelopment and the methods
for solving them can be found in [20, 25, 21, 22]. Here, we tifgithe 8 quantities of interest
and the equations (or closure models) which govern theiaieh Consider a collection of
N materials, and let the subscript r signify one of the malgrsuch that = 1,2,3,..., N.

In the simulation discussed in Section 6 two materials aezlua solid (PBX-9501) and a
gas (products of reaction). In an arbitary voluiiéx, t), the averaged thermodynamic state
of a material is given by the vect@¥/,, u,, e,, T}, vy, 6;, oy, p|, where the elements are the r-
material mass,velocity, internal energy, temperaturecigig volume, volume fraction, stress,
and the “equilibration” pressure. The r-material averageasity isp, = M, /V. The rate of
change of the state in a volume moving with the velocity ofatenial is:

1 DI"MI” _ al §—T
(3.1) vV Dr s=1z.7:1#r5p
1 Dr(Mrur) _ N Al s—r
(3.2) v Dbt = 0.V-0+V-0.(0r —0)+pg+ il Fs + S=1§;‘L#V'Spu
1 Dr(Mrer) _ Drvr . . N X, S—T
(3.3) v Dt _Prpﬁ +07m:Vu, =V j, +22Qs + s=§L¢r,~SP€

Equations (3.1-3.3) are the averaged model equations fes,m@mentum, and internal
energy of r-material, in whicla is the mean mixture stress, taken here to be isotropic, so
thato = —pl in terms of the hydrodynamic pressyreThe effects of turbulence have been
omitted from these equations.

In Eq. (3.2) the terrrfji,\/:1 F.; signifies a model for the momentum exchange among
materials and is a function of the relative velocity betweasterials at a point. For a two
material problem we usk, = Kj26,162(u; — uy) where the coefficienk(;» determines
the rate at which momentum is transferred between materialkewise, in Eq. (3.3),
Ziv: 1 Qs represents an exchange of heat energy among materials.twomaaterial prob-
lem Q12 = H20102(T> — T1) whereT;, is the r-material temperature and the coefficiBt
is analogous to a convective heat transfer rate coefficien heat flux ig, = —p,b,VT1;
where the thermal diffusion coefficieitincludes both molecular and turbulent effects(when
the turbulence is included).

The temperaturé;, specific volumey,, volume fractiord,, and hydrodynamic pressure
p are related to the r-material mass density,and specific internal energy,, by way of
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equations of state. The four relations for the four quastite, v,, 6,, p) are:

(3.4) er = ex(vr, Ty)
(3.5) v, = v (p, T})
(3.6) 0, = pyvy

(3.7) 0=1-X,psvs

Equations (3.4) and (3.5) are, respectively, the calorittharmal equations of state. Equation
(3.6) defines the volume fractiof, as the volume of r-material per total material volume, and
with that definition, Equation (3.7), is referred to as theltirmaterial equation of state. It
defines the unique value of the hydrodynamic presguhat allows arbitrary masses of the
multiple materials to identically fill the volum¥. This pressure is called the “equilibration”
pressure [26].

A closure relation is still needed for the material stressFor a fluido, = —pI + 7,
where the deviatoric stress is well known for Newtonian fuiBlor a solid, the material stress
is the Cauchy stress. The Cauchy stress is computed usitig asostitutive model and may
depend on the rate of deformation, the current state of deftion (E), the temperature, and
possibly a number of history variables:

(3.8) o, = o (Vu,  E, T}, ...)

Equations (3.1-3.8) form a set of eight equations for thétestate vector with components
[M;,uy, e, Ty, vr, 0:, 0y, p], fOr any arbitrary volume of spadé moving with the r-material
velocity. This approach uses the reference frame mostdeitar a particular material type.
The Eulerian frame of reference for the fluid and the Lagramdor the solid. There is no
guarantee that the arbitrary volumes will remain coincidenthe two materials. This prob-
lem is addressed by treating the specific volume as a maséatalwhich is integrated forward
in time from the initial conditions. The total volume assaied with all of the materials is
given by:

(3.9) Vi = 5 My,

where the volume fraction & = M,v,/V; (which sums to one by definition). An evolution
equation for the r-material specific volume has been deeelap[25] and is stated here as:

1 Dr J\/[r T - -
D) _ oy 4 fyssr - O e

V. Dt
D,T, DT
1 rrrr_ezg\;:105 s+s
(3.10) |08~ FIE06
wheref? = Zﬁi"e andk, is the r-material bulk compressibility, is the constant pressure
s=1UsKs

thermal expansivity.

The evaluation of the multi-material equation of state (Eq7)) is required to determine
an equilibrium pressure that results in a common value ferpttessure, as well as specific
volumes that fill the total volume identically.

3.2. Reaction Model.In Eq. (3.1)S;7" is the rate of mass converted from s-material,
or solid reactant, into r-material, gaseous products. I8tgj in Egs. (3.2) and (3.3)5,,"
is the momentum and;_"" the energy converted between the s and r materials. These are
simply the mean values of the donor material (PBX-9501) envblume. The model for the

mass conversion or mass burn rate is discussed below witthdfalils provided in [4].
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Our reaction model uses a simplified two phase chemistry modehich the solid ex-
plosive (A) is converted to gas phase intermediates (B) wieact to form the final products
(C). A(solid) — B(gas)— C(gas). Therefore only two phases of the combustion are mod-
eled; the condensed and gas phases. The melt layer preseamynexplosives is assumed to
have little impact on the overall combustion and is therefgnored. This model has a large
pressure dependence associated with the conductive haatdr; as mentioned before, this
greatly affects the rate of gas phase reactions. The massdeS; ", wherep is density,
is computed using Eqgs. 3.11 and 3.12,

mSpSASR(TS)Qexp(—ES/RTS) 1/2

(3.11) S .
CpEs [Ts‘ - TO - Qs/2cp]
(3.12) T=To+ 24 < D)
G G+ %)

whereTy is the initial bulk solid temperature,is the thermal conductivityly is the activation
energy,R is the ideal gas constattp is specific heat() is the heat released and, x, are
physical lengths [4]7, is a sub-scale surface temperature, not to be confusediitin 7,

in Egs. (3.4, 3.5, 3.8, 3.10). Equations 3.11 and 3.12 axeddleratively until a convergence
criteria is met. For use in Uintah, this model has been matltfienclude three dimensional
effects by including the Burn Front Area of a cell, BFA, [48hd evaluated over a given time,
At, see Equation 3.13. This model has been validated agaipstimental data for a wide
range of pressures at initial solid temperatures of 273I8K2&8nd 423K [40].

(3.13) MB = At+ BFA* S5

The reaction model utilizes the crack propagation restdis the ViscoSCRAM consti-
tutive evaluation to model the transition into convectiedlagration as defined by Berghout
[7]. The ViscoSCRAM constitutive model was developed far &xplosive PBX-9501 to de-
scribe crack development and the formation of hot spots madged materials. This model
has been fit to match experimental relaxation times as daetechby the visco-elastic re-
sponse [5]. More information about Uintah's validated teacand material models can be
found at [40].

4. Adaptive Mesh Refinement Challenges & Improvements.Modern, large-scale
simulations such as our target problem (Section 3) reghieeuse of massive parallelism
and adaptive mesh refinement (AMR). It is well known that eeing a high degree of scal-
ability for AMR based simulations is challenging due to peocalability associated with the
changing grid. In order to change the grid in response towisalevolving in time, a number
of steps must occur that do not occur in a fixed mesh calculafibiese steps generally in-
clude regridding, load balancing and scheduling [29], asMquires that the grid and task
schedule be recreated whenever regridding occurs. Pofarpamnce in any of these steps
can lead to performance problems at larger scales [29]. ABave gained access to larger
and more diverse computational environments, we havelgregiended the scalability of
the Uintah framework, necessitating continual improverménthe in the framework itself.

4.1. Standard Benchmark Problem. To understand and continually improve the scal-
ing characteristics of Uintah and key components like MPMIfiGr each successive gener-
ation of machine, we have developed and used a standardrbaricproblem with varying
resolutions that simulates a moving solid through a dombéufivith air to represent key fea-
tures of the MPMICE algorithm and the Uintah framework. listivork we will refer to two
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separate resolutions for our benchmark problezaplution-A(192* cells) andresolution-B
(384° cells). This benchmark is shown usirggolution-Ain [32] and [34], is representative
of the detonation problem that is the focus of this work, eisa&s all of the main features of
AMR, ICE and MPM, and also includes a model for the deflagratibthe explosive along
with the material damage model ViscoSCRAM. Fesolution-A three refinement levels are
used for the simulation grid with each level being a factofoofr more refined than the pre-
vious level. This problem has a total of 3.62 billion pakigl 518 million cells and 277,778
total patches created on three AMR levels. While our benchmpiablem withresolution-A
achieved excellent scalability to 512K cores on the DOE Miratem [34], We observed a
significant breakdown in scaling at 768K cores due to themegoless than 0.3 patches per
core and hence devised a much larger resolution probiesolution-B(384° cells) by dou-
bling the resolution in each direction resulting in neanlyader of magnitude increase in
problem size. This problentesolution-Buses a grid utilizing three refinement levels with
each level being a factor of four more refined than the previevel, has a total of 29.45 bil-
lion particles, 3.98 billion cells created on three AMR lisyeand 1.18 million total patches.
As has been witnessed in the past, with each significantasera problem size and succes-
sive generation of machine, we have discovered algoritichmtlenges within the underlying
framework that limit the scalability at some level. The gmgichallenges faced in this work
have only become apparent by running this large of a probtesuch high core counts, as it
has stressed areas of infrastructure code in ways neveetsfen. In this case it has required
a near fundamental reworking of core algorithms (see Secfi?), with extensive work on
Uintah's task-graph compilation phase, load balancer agddder. To achieve good scal-
ing at high resolutions for our benchmark and detonatioblera at high core counts on the
DOE Mira system has required 3-4 man-months of work and endliof compute hours in
debugging and testing at large scale.

To provide a better perspective on the amount of time and thdifficulty involved in
debugging the problems described above, we mention hefeghissue faced in improving
Uintah’s AMR capabilities on our standard benchmark protléth resolution B Within the
MPM particle creation routines (see Section 4.2.1), theekiveore count we were able to
initially reproduce the bug we encountered was 64K coress flinned out to test the limits
of the large-scale commercial debugger Allinea DDT [12] oinaVIAt these core counts on
Mira, 10 nodes ran out of memory causing racks of the machireash. This was resolved
only by the creation of special debug queues by ALCF staff tigdped us to resolve this
difficult, large-scale debugging issue.

4.2. Improvements. The Uintah framework has been improved to support the resolu
tion required by (and hopefully beyond) this detonationbtem, particularly in its particle
system, load balancer and AMR infrastructure code. In otdédentify key performance
and scalability issues, we have employed Uintah'’s builtA@nitoring functions to locate
components needing improvement. Third-party profilinddsuch the Google Performance
Tools [19] and HPCToolkit [41] were then used to localizedkact code consuming the most
CPU time. We also utilized manually inserted timers to comfarofiling results and to verify
the improvement once changes were made. The following fajomareas of Uintah in-
frastructure code are discussed here to illustrate thengodéficiencies we discovered when
running our standard benchmark problem usiegplution-B(see Section 4.1) at extreme
scale and how these problems were addressed. Some of thiage gre found somewhat
commonly in practice, and the techniques used here différ @dch case.

4.2.1. Particle Creator. As higher resolutions are now being used in the MPMICE
simulation (Section 4.1), we first observed a dramatic sl@wrd during the initializa-
tion timestep. After resolving the large-scale debuggssués described in Section 4.1,
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TABLE 1
Particle Creator Improvement: Strong Scaling

Cores 8K 16K 32K | 64K | 128K | 256K | 512K

Before (Average) || 2977.2| 1475.9| 705.9| 332.5| 147.6| 55.9 | 15.7
Before (Maximum ) || 3339.6| 1652.2| 793.1| 375.8| 170.0| 67.9 | 21.6
After (Average) 4245 | 2246 | 1188| 63.1 | 33.1 | 17.3 | 54
After (Maximum) 5248 | 283.4 | 148.2| 789 | 441 | 226 | 7.3

we were able to localize the problem source. By then enalblimgah’s internal reporting
for task execution times, we quickly discovered this perfance issue originated from the
MPM::actuallylnitialize task. This task is designed to create particles and iraéadiarticle
data. By using the profiling methods described above, wedésed the particle creator code
to be the primary source of this slow down. In Uintah, pagobn each patch are created in-
ternally by the framework via a particle creator compon@&here are many internal variables
defined within the particle creator component’s global gcdpach time the particle creator
processes a new patch, these temporary variables weredwangritten. The particle creator
component was originally written ten years ago and workdtwreen using an MPI-only ap-
proach; the only approach available within Uintah at thatti When multi-threaded support
was recently added [33], Pthread mutexes were added tocpthtsse globally defined vari-
ables and generated significant overhead due to contemtichd locks when particles are
created on multiple patches concurrently.

To resolve this issue, we redesigned data structures wtthiparticle creator code. This
was accomplished by separating those variables that wetmlfyf defined into two cate-
gories; 1.) read-only variables that must remain globadifrebd and used by all patches, and
2.) local variables which can be separated from one anotitecan be concurrently accessed
without the need for locks. This is a typical problem whemgdbcks on legacy data struc-
tures (from an MPI-only approach), whereby unnecessaredh#ata must be separated to
get better performance. Table 1 shows the particle cre#tiing results, comparing strong
scaling runs from 8K cores to 512K cores. After redesignirese legacy data structures to
work in a multi-threaded environment, we observed 3X to 7¥esjup in this portion of the
code.

TABLE 2
Resource Assignment Improvement: Weak Scaling

Cores 128 1K 82K 64K | 512K

Before (Avg.) || 0.039 | 0.269| 2.39 | 18.25| 60.96
After (Avg.) || 0.010 | 0.011 | 0.010| 0.009 | 0.009

4.2.2. Resource AssignmentAnother component that showed significant performance
degradation at large scale with high resolution was Uistébad balancer. As described
in Section 2, the load balancer partitions the simulatiad by using a history data-based
forecast model. Tasks are then created on patches assigreetbtal node. The profil-
ing results obtained here revealed scaling issues wereregharound the load balancer’s
AssignResourcasethod. This method assigns each patch in the grid with a l2nKhis
rank information is then used for subsequent, automatic édRimunication generation be-
tween tasks on different nodes. From the weak scaling timeésglts as shown in theefore
row of Table 2, the cost oAssignResourcagows when the number of patches per node stays
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constant. This implies an algorithm issue to be addresskd.ofiginal code looped though
all the patches in the grid to assign a resource to it. Thisrdlgn runs on a®(n) complex-
ity, wheren is the number of patches. However as the MPI communicatiohst@ppens
locally in MPMICE, only the tasks that will communicate withe local tasks matter. Hence,
we should be able to restrict this method to only assign gatah the neighborhood of the
local node. The new algorithm runs on é@n/p) complexity, wheren/p is the number
of patches in the neighborhood. For weak scaling tests,is constant as the workload per
node stays the same. The scaling results shows iafteerowof Table 2 confirms the perfect
weak scaling result and up to 6800X speedup when using thisitgorithm.

4.2.3. Copy Data Timestep.In the following two subsections, we will discuss how the
performance and scalability of Uintah’s AMR infrastruawode has been vastly improved.
As mentioned above, the efficiency of the regridding operais very important for solving
the detonation problem. The entire AMR regridding proceduocludes three steps: 1) gen-
erating a new grid based on the refinement flags computed bsirthéation component, 2)
a copy-data timestep to determine differences betweenlthenal new grid. For an already
refined area, this means copying data from existing fine kdstzl. For a newly refined area,
this step calls a user provided refine task to compute finé thata from coarse level data,
and 3) compile a new task graph on the new grid for future satien timestep. We originally
measured about 98% overhead for a single regridding oparati 512K core if regridding
were to occur every 50 to 60 timesteps. Profiling and timingsneements were obtained for
the regridding operations to locate performance and sg@sues.

The current regridding algorithm has a linear complexitye Tegridder timing is shown
in Figure 2 -Regridder. The solid line shows timing resulténms of weak scaling. The
dotted line shows a linear model thAt= ap wherea = 2.75 x 10~* andp are number
of processors for the weak scaling runs. For the copy datestep, the original algorithm
computed the difference between the old and new grid by sitopping though the new grid
patches and querying the related old grid patch. This aflyorruns in arO(n log(n)) com-
plexity, wheren is the number of patches, as a bounding volume hierarchy (B\éd is used
for querying a patch from the grid. Each query of this BVH tcestsO(log(n)). It is impor-
tant to have a consistent grid across all processors, sg rude performs this computation.
The cost of this copy data timestep is very small. It accotortsess than 0.2% of the total
overhead on small scale runs, e.g. less than 10K CPU coresevdo the overhead of this
operation grows significantly when running with 512K CPUe=rTo improve the scalability
while keeping the grid consistent across all the nodes, weawomnpute the difference of the
old and new grids and then gather all locally computed diffiees to obtain the difference
across the entire grid. This new algorithms involves a pelrahd a collective portion for
the overall operation. The complexity for the parallel cattipgy portion isO(nlog(n)/p).
When running weak scaling tests/p is constant. We then have approximatélyiog(p))
complexity for the new code. The complexity for combining thdividually computed por-
tions together i) (p). Figure 2-Copy Data shows the timing comparison betweemé¢he
and old algorithms. A model &f = «a log(p) + Bp wherea = 1.60, 3 = 6.69 x 106 for the
new algorithm is shown in the dotted line. These results shloaut 10X speedup for copy
data timestep when using our new algorithm. This is cleateaie that a sub-optimal algo-
rithm will become a significant performance issue at largdeseven when its cost appears
negligible at small scale.

4.2.4. Task Graph Compile. After new data has been copied to or refined for the new
grid, the simulation needs to continue with this new girdtiWlintah’s DAG based design,
when the grid layout or its partition changes, a new task lyrageds be to compiled and
new MPI message tags are then generated by the framework gfagh compilation is

10



. Regridder 5 Copy Data
10 10
- ® - Before
—— After
10% L Model 102

0}

Time (second)

10°

10"

Cores

TaskGraph Compile

10°

10°

9
10° 10

1
10 10°
128 1K 8K 64K 512K 128 1K 8K 64K 512K

FiG. 2. AMR Improvement Breakdown: Weak Scaling

a complex operation with multiple phases, including caratf tasks themselves on local
and neighboring patches, keeping a history of what thedes t@® to compute, setting up
connections of tasks (edges in the DAG), and finally assgyiMiPl tags to dependencies.
Originally, Uintah used a static scheduler where tasks warelogically sorted to compute
a valid task execution order. This topological sort cod® @&ssured the global reduction
was called in a determined order across all the processamwever, this original code was
written for a relatively small grid. When the sorting funetioecides which task should
be executed before another task, it takes the union of acpkatitask’s patches and then
compares the union of patches from another task to detertméneverlap. This is an(n?)
complexity, however it costs less than 0.2% of the total lee#ad and hence, was unnoticed
until running at extreme scales as in this work. With the dyitadask scheduler, this sorting is
no longer necessary. We have decoupled the global redumtiteming portion of this sorting
which has a constant cost regardless of the number of prsessproblem size, ultimately
eliminating this computation completely. As shown in Fig&-TaskGraph Compile, the
task graph compiling code, we observed a 42X speedup whaernnginith 512K cores.
The dotted line in this graph shows a constant scaling mottet. overall AMR regridding
cost including all three steps has improved by about 10X tndverhead is less than 10%
percent when running with 512K cores. The comparison ofreeining , after timing and
model results are shown in Figure 2-Total AMR. After thegm#icant development efforts,
ultimately making this detonation problem scalable, thegltregridder itself now contributes
the most overhead of all three steps. Further improvemerités component are now under
consideration.

5. Scaling Results.In this section, we will show the scalability results for tA&#R
MPMICE simulations for both our standard benchmark prob{em both Mira and Blue
Waters) usingesolution-Aandresolution-B(as defined in Section 4.1), as well as the actual
detonation configuration for the array of multiple explesdevices (Mira only).

We define strong scaling as a decrease in execution time wiigadasize problem is
solved on more cores, while weak scaling should result istzomt execution time when more
cores are used to solve a correspondingly larger problem.

Figure 3 demonstrates the overall strong scaling for oundsted AMR MPMICE bench-
mark problem described in detail in section 4.1 using etolution-Afrom [34], [32] and
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resolution-Bdeveloped in this work. These tests were run on Blue WatedsMima with
up to 704K (Blue Waters) and 768K cores (Mira) and with 16 @liand 32 (Blue Waters)
threads per MPI node. It is interesting to observe that withlairger core count per node
for Blue Waters (32 vs 16) the scaling more closely align$lite idealized scaling. We
attribute this to the reduction in global communicationeBftrong scaling efficiency relative
to 256K cores for Blue Waters on 704K cores is 89% and for Mita/68K cores is 71%
when running the benchmark problemre$olution-B

In order to obtain scaling results shown, we tested and mhéted the optimal patch
configuration for our AMR MPMICE benchmark problem variaisoshould fit the following
two requirements. 1) The number patches on each level sheutdned as close as possible
but not exceed the number of cores on the largest run. 2) Tioh g&ze should be at least
8x8x8. The second requirement overrides the first one in titiout enough patches in a
particular level for all CPU cores, we cannot further diviiches beyond 8x8x8. For patch
sizes smaller than 8x8x8, the cost of a patch’s MPI messaggadto exceed the cost of its
computation, and hence the runtime system cannot overlaputtion with communication.
This lower bound on patch size should be considered as nad@pendent, and clouds
potential change on future machines. In addition to chapaigood patch size for different
AMR levels, it is also important to line up patch boundariefinier levels to patch boundaries
in coarser levels. An easy way to achieve this is to chooseea figvel patch size that can
evenly divide coarser level patch size in each dimensiomn. ekample, when coarse level
patch size is 8x8x8, it is better to have a finer level patch siz16x16x8 than 12x12x12.
We have observed that the latter choice of patch size leaagteater MPI communication
imbalance.

N
SN

Mean Time Per Timestep(second)

—a— Titan (resolution-A)
—&#— Mira (resolution-A)
—#— Mira (resolution-8) N

—@— Blue Waters (resolution-B) .
10° [L= = = deal Scaiing

8K 16K 32K 64K 128K 256K 512K 768K
Processing Units (Cores)

Fic. 3. AMR MPMICE Strong for the Benchmark Problemesolution-Awith 192 cells andresolution-B
with 384 cells

5.1. Strong Scaling of MPMICE for Benchmark Problem. In our standard bench-
mark problem for bothesolution-Aandresolution-B the simulation grid changes once every
50 to 60 timesteps as the same as reported on [29]. The grifyebance its finest level
patches can no longer hold all the particles in them. Thehmaat of this regridding process,
including creating the new grid, compiling a new task grapt moving old grid data to the
newly created grid, accounts for less than 3% of the ovexaltetion time withresolution-A
and 10% withresolution-Bwhen running with 512K cores. This is a result of the improve-
ments described in Section 4.2 that have been made to relteicest of regridding process
for AMR MPMICE simulations.
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5.2. Weak and Strong Scaling of MPMICE for Detonation Problem. Using our
benchmark problem (see Section 4.1) to understand thengadiaracteristics of Uintah and
its simulation components (namely MPMICE), we have devetopngineering guidelines to
ensure scalability at the largest core counts of inter@spatticular, we have found that the
patches should have sufficient resolution, minimally 51sqeer patch. There should be
approximately one patch per core. During the strong sdélaberformance runs, the to-
tal number of patches and resolution were fixed while the cotmt was increased. At the
largest core count run, it was necessary to adjust the nuofheatches for the finest level
such that the total count did not exceed the number of corefact, we observed excellent
strong scaling characteristics even when the number ohpateias approximately 85% of
the total core count.

Although we have spent considerable effort characteribmgbenchmark problem at
varying resolutions, the real interest is to improve Uirdabh that real engineering problems
of interest can perform at the scales necessary to providmimgful results as quickly as
possible. Scaling of benchmark problems has little valubefreal problems do not. With
that in mind, we have have taken a configuration of the deimmairoblem described in
Section 3 and using the insight gained from our benchmarkackerizations to demonstrate
the scalability up to 512K cores on DOE Mira. Figure 4 showesdtiong and weak scaling
results for this calculation, run for ten timesteps (withAWR, as this was exercised at scale
in the previous case) but with a mesh that had three refineleegls were used with four
different grid resolutions for the real detonation caltiola. For the largest case, there were
446,880 patches and 1.37 billion cells and 7.75 billionipks.

Detonation MPMICE: Scaling on Mira BGQ

100+ —e— Strong
90 - ©-Weak

10f

Mean Time Per Timestep (s)

5 . . . . . . . . . . . . . .
32 64 128 256 512 1K 2K 4K 8K 16K 32K 64K 128K256K512k
Cores

FiG. 4. AMR MPMICE Strong and Weak Scaling for the Detonation Proble

6. Computational DDT Modeling Results. In order to model the thousands of explo-
sive devices, in our motivating platform, the grid resaduatiof the domain must be small
enough to resolve the physical phenomena occurring in tfee thifferent modes of com-
bustion. The domain must also be large enough to ensurehbabplosives are far away
from the boundaries, to minimize any non-physical intécaxst with the numerical bound-
ary conditions. To address the length scates«-m), Adaptive Mesh Refinement was used
with three levels and a refinement ratio of 4 between each. l@e results shown here are
from simulating 1280 explosive cylinders packed 4x5 to d@eciaa configuration similar to
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FIG. 5. The initial set up of the three simulations. The large blaok butlines the large 3D simulation, the
yellow region shows the smaller 3D domain and the blue 2@ siows the location of the 2D simulation plane.
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FIG. 6. Preliminary results for the deflagration progression in tlaege 3D simulation. The full physical
domain is shown. The light blue represents unburnt exposplinders and the red and yellow show the two modes
of deflagration.

the packing of the 2005 transportation accident. The ek@esare 54nm in diameter and
0.33m long and are ignited by hot gas along a confined boundary. Tvilbeoboundaries
(zx—,y—) are symmetric, the other four boundaries are “open”, atigwproduct gases and
particles to flow freely through them, similar to what woulappen when exposed to open
air. The “open” boundaries arerit from the explosives in the+, y+, 2+, andz— directions
to minimize the boundary interactions (Figures 5 and 6). dbwain for this simulation is
12 m? resulting in 350 million cells (2nm cell spacing on the finest level) and 980 million
particles to represent the explosives. Figure 6 shows thgression of burning within the
cylinders. The light blue represents unburnt explosivéndgrs, the red shows convective
deflagration and yellow represents where conductive detlimgris occurring.
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FIG. 7. Top figure show the progression of deflagration through th@asives (light blue). The dark blue
shows where the pressure slice (shown below) was taken. Gttmrbis a pressure profile of a DDT over time.
Detonation can be seen at 0.7&@sec

6.1. 2D and Axi-symmetric 3D Simulations. To investigate the possible mechanisms
of DDT in an array of explosives, smaller 2D and 3D simulagierere run. In these simula-
tions the initial cylinder distribution was the same as #rgé 3D scenario described above,
with 4x5 cylinders packaged in a “box” with L@m gaps, representing the spacing of the
packing boxes. The main difference between all of the coatmrtal domains was the length
in the z direction. A 2D simulation was run with 320 explosive cylard and four highly
confined boundaries. The location of the slice in thdirection is shown in Figure 5 by the
blue slice. This numerical experiment demonstrated thaD@ @as possible in this packing
configuration when highly confined. One proposed mechanisrthfs DDT is the inertial
confinement created from the damaged cylinders forming debdhat prevents the flow of
product gases from exiting the domain, creating a pockeigf pressure and transitioning
to detonation. Another possible mechanism is that the itngfabe colliding cylinders in the
high pressure environment produces a shock to detonatiosition in the deflagrating ma-
terial. Since this is a 2D simulation, the reacting gasescgfidders are artificially confined
in the z direction, so no conclusions can be made and further testequired in three space
dimensions.

A smaller 3D simulation, shown in Figure 5 by the yellow regiwith gaps in all direc-
tions allowed product gases to escape causing an incre#ise fime to detonation. Four of
the boundaries were symmetric so gas could only escape ¢ of+ andy+ boundaries.
Figure 7 shows the burning modes and pressure distributioa éieflagration to detonation
transition in the smaller 3D simulation. The top figure shdies progression of burning

15



through the unburnt cylinders (light blue). The yellow regents conductive deflagration,
the red shows convective deflagration and the dark blue stioa/s where the pressure pro-
file is taken. The lower contour plot shows the pressureidigion of a DDT in the array.
Detonation occurred @710 msec, and by0.716 msec the detonation had consumed a large
chunk of the explosive. It took approximately 40 microsatoionger for the smaller 3D
simulation to detonate than the 2D simulation. This is tfseiliteof the product gases having
more paths to escape in the 3D simulation.

6.2. Full 3D Simulations. In the case of the full 3D simulation, 64K cores were used
in a calculation that ran from May 2014 until November 2014thwegular checkpointing
and consumed about 30M cpu hours on Mira. While this simulatras not run at the full
scales made possible by the scaling improvements showvehibwas not possible with the
Mira allocation available to move to the next problem sizekigure 8 shows the maximum
pressure trends for the 2D, smaller 3D and the large 3D stiouk The smaller array
simulations give insight into the possible physical meé$mas. These mechanisms have been
validated in the large 3D simulation, which also detonajasng us a better understanding of
how to suppress the transition to detonation in future partation accidents. A first attempt
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FiG. 8. Maximum pressure on the finest level over time for the diffesinulations. Detonation occurs at 5.3 GPa.

at modeling this was made by changing the packing configaraif the detonator boxes
to intersperse one empty box between two full ones in a cliboked configuration. The
results for a full 3D simulation of this case are shown in Fégg8. While it was not possible
to run the simulation to completion, this preliminary réskiows much lower pressures and
suggests that this alternate packing approach may showigga@s a means of more safely,
but expensively, transporting the explosives. In this dasesimulation was run on 200K
cores on Mira and then on 16K Stampede cores.

7. Related Work. There are several computational frameworks that use SANMEaite
leveraged by application codes to solve similar types oblerms that Uintah was originally
developed. These frameworks, including Uintah, are swdéy a recent paper [16].

BoxLib [1] is a framework for building massively parallel 3R application described
by time-dependent PDEs, CASTRO [2] uses the BoxLib softwWarefully compressible
radiation-hydrodynamics, while MAESTRO also uses Boxlab [bw Mach number astro-
physical calculations. Chombo [13] is an offshoot of the BibXramework that originated in
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FIG. 9. Maximum pressure on the finest level over time for the alterpacking configuration simulation. No
detonation occurs.

1998. Chombo has diverged from BoxLib in its implementatibdata containers, but a num-
ber of applications build upon the framework including MHidmpressible CFD, CFD+EM,
fluid-structure interaction, etc. Cactus [18] is a genetaipose software framework for high-
performance computing with AMR as one of its features. Astigsical simulations involving
general relativity used the framework. The Einstein tdatkthe most prominent application.
Enzo [36] is an astrophysical code that makes use of AMR fgh mesolution space and
time requirements. A wide range of hydrodynamics and maghgtrodynamics solvers,
radiation/diffusion and radiation transport have beemiporated. FLASH [17] was orig-
inally designed for simulation astrophysical phenomenomidated by compressible reac-
tive flows. Due to multiple physical scales, AMR was implenteehusing the octree-based
PARAMESH packages. FLASH has undergone infrastructuredrgments such that other
applications including high energy physics, CFD and flurdkgture interactions leverage the
FLASH framework. What distinguishes Uintah from other fravoeks is the development
of a runtime environment with a DAG based taskgraph and eafiin layer that makes it
possible to achieve scalability at very large core counts.

There has been much related detonation work in the form ofemiazad modeling and
experimental research on gas phase DDTs e.g. [35], b igtknown about DDTs in a
large collection of solid explosives. Significant amourftexperimental work has been done
over the decades, on small scales, to better understanalthefrconvective deflagration
in the transition into detonation for solid explosives [Fpue to the hostile environment,
the extreme pressures, temperatures and short time soad3DT, experiments have been
relatively small scale (a fewn) [50,11]. Other groups are modeling the transition to exemi
DDT mechanism which can not be seen experimentally [46,A8se mesoscale simulations
have yet to produce a clear physical mechanism. Though tlessits will be beneficial to
understanding the underlying mechanisms in a single mitmotevice it will still be unclear
how a DDT occurs in an unconfined array of explosives. To ttst bEour knowledge we
are unique in using the approach described here to unddrBi@i in a large collection of
explosive devices, especially on this scale.

8. Conclusions and Future Work. We have demonstrated that to improve the scalabil-
ity of a complex DDT calculation in order for it run efficieptht scales up to full machine
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capacity on the largest supercomputers, required the r@nobweficiencies that prevented
scalability and that were not readily apparent at smallénaremental changes in resolution.
Discovering these key shortcomings in the runtime systagoreihms and improving their

overall algorithmic complexity has resulted in dramatigovements to the overall scala-
bility for a very challenging fluid-structure interactioefchmark problem. The immediate
benefits to the runtime system resulted in our ability to destrate scalability for challenging
complex fluid-structure interaction problems at at nedrky full machine capacity of Mira.

This in turn made it possible to run a series of calculatibias showed promise in improving
our understanding of the detonation in the full highway Gdeat.

The general lessons from this work are that even when a suladtamount of work has
been done to improve the scalability of a complex softwam@work, there are always chal-
lenges when trying to move to significantly larger problemd machines. Furthermore these
challenges will often, in our experience and from the antddavidence of others, involve
technical innovation at the level of the algorithms, datactires and software architectures
with a level of scale-related difficulty that is often unigeethose scales.
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