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Figure 1: “Soda Hall”, a 7 storey fully furnished building containing 2.5 million triangles and 23,256 light sources. a.) The entire
building, simply shaded, b.) Overview of a single floor c.) and d.) Inside, with full global illumination. With our proposed technique, the
right images run at 2-3 frames per second on 22 CPUs allowing to interactively explore the entire building with full global illumination.

Abstract
Global illumination algorithms have traditionally been very time consuming and were only suitable for off-line
computations. Recent research in realtime ray tracing has improved global illumination performance to allow
for illumination updates at interactive rates. However, both the traditional off-line and the new interactive sys-
tems show significant limitations when dealing with realistically complex scenes containing millions of surfaces,
thousands of light sources, and a high degree of occlusion.
In this paper, we present an importance sampling technique that has specifically been designed for such environ-
ments. Our method maintains a rough estimate of the importance of each light source with respect to the current
view using a crude path tracing step. This estimate is then used to focus computations to the most important light
sources. In addition to speeding up the computation our approach minimizes the working set of the ray tracer by
only touching geometry that is relevant to the current view. This allows us to directly and efficiently render scenes
such as entire buildings with many thousands of light sources at interactive rates with full global illumination.

1. Introduction

Global illumination – the task of simulating the transport of
light in a scene – is an important task for many practical
applications, e.g. in product design, virtual prototyping, and
architecture. Due to the extensive research over the last two
decades most lighting effects can now be simulated with suf-
ficient accuracy – diffuse, direct, and indirect lighting, shad-
ows, reflections and refraction, high-quality caustics, and
even volumetric and more advanced lighting effects. How-
ever, these computations require extensive computations and
are usually far from interactive.

With recent advances in realtime ray tracing and appropri-
ately designed global illumination algorithms, it has recently
become possible to render complex scenes with the most im-
portant global illumination effects at interactive rates18, 2.
However, the disciplines mentioned above often require the
realistic visualization of entire planes, ships, complete build-

ings, or construction sites. Such scenes often consist of many
individual rooms and contain millions of triangles and hun-
dreds to thousands of light sources (see Figure 1), that cannot
easily be handled by todays algorithms.

Due to a high degree of occlusion, most of the different
rooms in such scenes are typically influenced by only few of
the a small fraction of all light sources. For example, a room
on the 7th floor of the building in Figure 1 will hardly be
illuminated by a light bulb in the basement. Large numbers
of light sources are a challenge for most off-line and interac-
tive algorithms because many samples are computed without
a significant contribution to the final image.

While it has been common to optimize the rendering pro-
cess by manually disabling irrelevant light sources for off-
line processing, this is not an option for interactive appli-
cations where the set of relevant light sources can changes
from frame to frame.
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In this paper, we present an offline and an online method
that exploits the special characteristics of such scenes by au-
tomatically determining the relevant light sources. We esti-
mate the visual importance of each light source for the final
image and use this estimate for efficiently sampling only the
relevant and visible light sources. While we do not want to
compromise on quality for the offline rendering setting, we
tolerate a reasonable amount of artifacts in the interactive
setting as long as the general impression remains correct.

We start with a detailed analysis of the problems that arise
when calculating global illumination in complex and highly
occluded scenes in Section 2, together with a short discus-
sion of previous work in Section 3. In Section 4 we present
the basic idea of our method and discuss its use in Section 5.
Finally, we conclude and discuss future work in Section 6.

2. Global Illumination in Realistically Complex Scenes

Realistic scenes such as those listed above share a number
of characteristics: Massive geometric complexity of up to
millions of triangles, hundreds to thousands of light sources,
and high occlusion between differnet parts of the scene.

2.1. Geometric Complexity

Realistically complex scenes often consist of millions of tri-
angles in order to accurately model the geometric detail (e.g.
detailed pencils in the “Soda Hall” scene). Such geometric
complexity has always been problematic for radiosity-style
algorithms that have to store illumination information with
the geometry of the scene. While clustering15 and the use of
view importance1 do help in such scenes, these algorithms
must still sample and process the entire scene geometry.

For all ray-based rendering algorithms – e.g. (bidirec-
tional) path tracing6, 16, 10, instant radiosity18, 7, or photon
mapping5 – the pure number of triangles is theoretically less
of an issue, as such algorithms are sublinear in the number of
triangles17, 12. This allows to efficiently render even scenes

Figure 2: Neither geometric complexity, nor a moderate
number of light sources is a problem for e.g. the instant
global illumination method. Left: The “conference” model
with 202 light sources, interactively illuminated at 5-10 fps.
Right: instant global illumination in the 12.5 million triangle
“Powerplant” at 2-3 fps. Note that the power plant contains
only a single, manually placed light source, and thus shows
little occlusion and high coherence.

with millions of triangles19, 13 (see Figure 2) and at least
in theory makes such algorithms mostly independent of the
scene complexity. In practice, however, this holds true only
if a high coherence of the rays can be maintained17.

However, as soon as the rays start to randomly sample the
entire scene – as done by virtually all of todays global illumi-
nation algorithms – even moderately complex scenes won’t
fit into processor caches, resulting in a dramatic drop of per-
formance.Reallycomplex scenes may not even fit into main
memory, leading to disk thrashing if sampled incoherently.

2.2. Many Light Sources

The second important cost factor is the large number of
light sources. In reality, any room in a building usually con-
tains several different light sources, resulting in hundreds
to thousands of light sources. Many algorithms require to
consider all light sources (e.g. by starting paths or particles
from each of them), thus requiring a prohibitively large num-
ber of rays to be shot for a single image. If these lights all
contribute roughly equally to each point, even severe sub-
sampling works nicely (see Figure 2). However, it no longer
works in our setting of highly occluded models.

Even worse, however, is the fact that the light sources are
usually scattered all over the model such that it becomes hard
to avoid sampling the entire geometry. This is especially true
for those kinds of algorithms that have to start rays, paths, or
particlesfrom the light sources. Unfortunately, this applies
to almost all of today’s global illumination algorithms.

2.3. High Occlusion

Finally, the above mentioned scenes are usually highly oc-
cluded, and only few light sources will actually contribute to
each given point. For many algorithms, this results in wasted
computations. For example, algorithms that work by tracing
particles from the light sources will waste most of their time
tracing particles into distant parts of the scene where they
will not at all contribute to the current image.

Similarly, all algorithms that require to find valid connec-
tions between a surface point and a light (e.g. path tracing,
bidirectional path tracing, or any algorithm computing di-
rect illumination separately) have to generate lots of costly
samples just in order to find the few unoccluded connec-
tion. Generating enough unoccluded paths to light sources
to achieve a sufficient image quality requires to shoot far too
many rays for reasonable rendering performance.

2.4. Conclusions

While each of the problematic characteristics – high geo-
metric complexity, large number of light sources, and high
occlusion – can be handled relatively well by at least one of
the available techniques, their combination is hard to handle
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for any of these algorithms. In summary we need an algo-
rithm that is based on ray tracing to efficiently handle the
geometric complexity. Furthermore it must generate highly
coherent rays that touch only the relevant parts of the model.
Finally, it must notstart rays from light sources or at least
minimize these rays in order to reduce the working set of the
algorithms for very complex scenes.

3. Previous Work

Each of the individual problems has received significant pre-
vious research, so that we can only review the most impor-
tant contributions. For handling complex models all different
kinds of ray tracing have proven to be very effective12, 17, 19,
as long as coherence of the rays is high and the working set
of the rendering algorithm remains relatively small. Pharr13

demonstrated an out-of core system that can handle millions
of triangles even for simulating global illumination. How-
ever, this system is not easily applicable to an interactive set-
ting and did not specifically target highly occluded scenes.

For radiosity-style algorithms, hierarchical radiosity3 and
clustering15 have been introduced to improve the perfor-
mance of radiosity methods for complex scenes. View im-
portance1 has been used to concentrate computations to
parts of the scene relevant to the image. However, this ap-
proach still iterates through the entire model in order to
check for the propagation of importance. All these algo-
rithms are at least linear in the scene complexity and it has
been difficult to adapt these algorithms for interactive use.

For ray-based systems, Shirley et al.14 have proposed
several importance sampling technique for the efficient han-
dling of many luminaires, that are a basic requirement for
any high-quality global illumination algorithm. However,
these techniques do not account for visibility and thus are
not well suited for highly occluded scenes where the impor-
tance of each light source is much more determined by its
visibility than by its extent and orientation.

Ward et al.20 introduced an algorithm to select the most
relevant light sources during rendering of a single frame
while the contribution of other light sources was estimated
without additional visibility tests. Our approach uses the
same idea but extends it to deal with complex scenes with
high occlusion in an interactive context.

To account for occlusion, both Jensen et al and Keller et
al 4, 9 have proposed to use a preprocessing step for approx-
imating the direct illumination using a kind of photon map.
During rendering, this information could be used to estimate
the importance of a light source. This allows for efficient im-
portance sampling by concentrating samples to the actually
contributing light sources. However, their methods require to
store a photon map, and is not easily applicable to an inter-
active setting. Furthermore, the preprocessing step required
to first emit photons fromall scene lights, which is not af-
fordable for highly complex environments.

4. Efficient Importance Sampling in Complex and
Highly Occluded Environments

Our approach is mainly targeted for realistically complex
that combine high geometric complexity, many lights, and
high occlusion. Several examples of such scenes – the same
scenes we will use in our experiments lateron – can be seen
in Figure 6: Both “ERW10” and “Ellipse” have only mod-
erate complexity, but already contain many lights and high
occlusion. Additionally, “Soda Hall” is a more realistical
model of an existing building at Berkeley University, fea-
turing 2.5 million triangles in highly detailed geometry, and
23,256 light sources scattered over seven stories of dozen
different rooms each.

As discussed above, high geometric complexity can be
handled well by ray tracing systems, as long as the costly
processing of mostly occluded lights, and random sampling
of the whole model is avoided. Achieving high performance
in such scenes requires us to efficiently determine the non-
contributing lights without sampling the entire scene.

As a solution, we have chosen to use a two-pass approach:
In a first step, we use a crude estimation step to roughly de-
termine the importance of the different light sources for the
image, and thus to identify the important light sources.

In the second step, this information is used for improv-
ing the rendering quality with importance sampling of the
light sources. This not only concentrates samples on most
likely unoccluded lights, but also avoids sampling parts of
the scene that are occluded.

Step 1: Path Tracing to Estimate Light Contributions

For the estimation step, we have chosen to use an eye path
tracer with relatively low sampling rate. Though a path tracer
may at first seem unsuited for this task (being well known
for its noisy images), there are several good reasons for our
choice: First, a path tracer is trivially parallelizable, which is
an important feature to be applied in an interactive setting. It
also easily allows to trade quality for speed by just changing
the number of paths used per pixel.

Second, a path tracer only builds on ray tracing, and
does not need any additional data structures. Thus, geomet-
ric complexity is not a problem as long as the rays remain
mostly coherent. This coherence is, however, not a problem
either. While path tracers are known for theirlack of coher-
ence (because the randomly chosen paths sample space inco-
herently), this is no longer true on a coarser scale: As a path
tracer is purely view-importance driven, it will only sample
geometry that will likely contribute to the image.

Of course, the path tracer eventually has to sample all
lights with shadow rays, as it can not know which lights
are unimportant. However, these shadow rays, if shotfrom
the pathtowardsthe light source, will either reach the light
source (in which case the light source is important) or be
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Figure 3: Quality of the estimate in the ERW10 scene. Left:
Estimate as results from a path tracer using a single sam-
ple per pixel. Right: The same image rendered with 1024
samples per pixel. Though the estimate image is hardly rec-
ognizable, the contributions of the light sources – over the
whole image – are estimated correctly up to a few percent.

blocked in the visually important part of the scene in which it
was started. Thus, the actual footprint of data touched by the
path tracer directly corresponds to those parts of the model
that are actually important.

One potential problem with using a path tracer is that pure
path tracing usually results in very noisy results, and requires
lots of samples for reliable results. Though this is undoubt-
edly true for the whole image, we are not interested in the
actual pixel values, but only in theabsoluteimportance of
light sources for the entire image. Then, even when shoot-
ing only a single path per pixel, rather high sample rates and
reliable results can be produced.

For example, if we render the ERW10 scene which con-
tains 100 light sources at a resolution of 640×480 with only
one sample per pixel, then more than 3,000 samples will be
used per light source. Thus, even if a path-traced image with
as few samples may be hardly recognizable at all, reasonably
reliable estimates can still be expected (see Figure 3).

Of course, some noise remains in the form of variance in
the estimate. This, however is not a problem as the estimated
importance will never be visualized directly but will only be
used for importance sampling. A strongly varying estimate
may, however, become problematic if used in an interactive
context with low sampling rates for light sources, where it
may lead to temporal artifacts like flickering. This problem
will be addressed in more detail in Section 5.

Step 2: Constructing an Importance Sampling PDF

The method used for constructing the PDF from the path
tracing information can greatly influence the rendering pro-
cess. To obtain an unbiased estimate the PDF used for im-
portance sampling should never be zero for any actually
contributing light. Though this could be easily guaranteed
by just assigning a certain minimum probability for each
light source, this would result in many light sources being
sampled and their surrounding geometry being touched. At
the expense of being slightly biased, this can be avoided by
thresholding the importance of light sources. This will effec-
tively ’turn off’ light sources with a very small contribution.
Even though being biased, this thresholding is in practice
hardly noticeable if the threshold is chosen small enough.

Step 3: Importance Sampling during Rendering

After computing the PDF we need to use it during rendering.
For most algorithms, the only modification to the rendering
phase is to simply replace the existing PDF used for sam-
pling the light source.

While we want to eventually use our technique for inter-
active applications, it also works in an offline context: As a
proof of concept we have first applied it to a simple bidirec-
tional path tracer16, 10. Integrating our method was trivial, as
only the PDF for sampling the start point for the light ray
had to be modified. For the estimation step, we usually use
only a single path per pixel. As this is rather small compared
to the 16 – 64 bidirectional paths during rendering, the cost
of the estimate does not play a major role for the offline ren-
dering application. Of course, all comparisons between new
and old version do include the estimation overhead.

Using our method allows to efficiently concentrate sam-
ples to important light sources. For ERW10, this translates
to using only 8 instead of 100 lights. For Soda Hall the ben-
efit is even bigger, reducing the number of lights in some
views from 23,256 to only 66. Using the same number of
paths, this translates to visibly better quality, as can be seen
in Figure 4. This can also be measured in terms of RMS
error to a master image, where – after the same rendering
time – the new method produces significantly less error (see
Figure 5). While the renderer used in these experiments is
rather simplistic, we believe that these results should simi-
larly translate to more sophisticated renderers.

Figure 4: Quality comparison at same number of paths in
the ERW10, Ellipse, and Soda Hall Scenes. Top: Original
method. Bottom: Using the estimated importance.
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Figure 5: RMS error to a master image over total rendering
time: At the same rendering time, the new method shows up
to ten times less RMS error.
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5. Instant Global Illumination in Complex and Highly
Occluded Scenes

As just seen in the previous Section, importance sampling
using our estimation step can result in much higher render-
ing performance for the proposed scenes at least for offline
global illumination. Thus, it is an obvious next step to also
apply this technique to interactive global illumination, which
cannot currently handle such scenes.

Instant global illumination – as proposed by Wald et al.18

uses an interactive ray tracing engine on a cluster of PCs
to achieve interactive global illumination in a wide range
of scenes. Since its original publication in18, the method
has been improved to feature higher image quality, pro-
grammable surface BRDFs, better scalability to dozens of
PCs, and higher rendering performance2.

5.1. Instant Global Illumination

In its core, instant global illumination builds on a variant of
Kellers instant radiosity7, in combination with interleaved
sampling8, and a filtering step. Instant global illumination
(IGI) approximates the lighting in a scene by a set of vir-
tual point light sources (VPLs) that are created by tracing a
few “big” photons or particles from the light sources. These
VPLs are then used to illuminate the scene just as with nor-
mal point light sources.

Due to the underlying fast ray tracing engine, IGI can effi-
ciently handle even complex scenes of several million trian-
gles. However, its efficiency depends to a large degree on the
occlusion of a scene: As the performance is directly propor-
tional to the number of VPLs used, only a small number of
VPLs can be handled efficiently (in the order of 40 to 100).

In highly occluded scenes, most of these few VPLs will
likely be located in parts of the scene where they do not
contribute to the current image. In that case, many more
VPLs than interactively affordable would have to be used
to achieve a reasonably good coverage of the current view
and obtain a good image quality. For example, consider ren-
dering the ERW10 scene compared to rendering a single of
its rooms, where 100 times as many VPLs would have to be
used for the whole model in order to get the same quality as
one would get for the single room.

Using our method, it should be possible to concentrate
the few precious VPLs to the actually important rooms, and
thus be able to render such scenes with good quality at in-
teractive rates. However, integrating the new method into an
interactive framework requires to solve new challenges due
to the combination of an interactive setting with extremely
low sample rates.

In principle, three problems have to be solved: First, the
estimation and importance sampling steps have to be inte-
grated into the distributed computing framework that IGI

Figure 6: Comparison of the image quality of the origi-
nal instant global illumination method (middle) versus our
new importance sampling technique (bottom row) in the
ERW10 (80k triangles, 100 lights), Ellipse (19k triangles,
1,164 lights), and Soda Hall scenes (2.5M triangles, 23,256
lights), respectively, while running at the same frame rate.
While the images computed with the old method are hardly
recognizable the new method produces images of reasonably
quality at the same frame rate. Note that the lower row uses
even fewer VPLs due to the cost for estimation.

runs on. Though future IGI versions on new hardware plat-
forms may not require this distribution framework, today this
is unavoidable in order to achieve interactive performance.

Second, special care has to be taken when constructing
the PDF in order to cope with the extremely small sampling
rates. In particular, we have to make sure that light sources
with small importance receive some samples at all. If, for
example, one light source contributes 80 percent to the illu-
mination in an image, giving it 16 out of a total of 20 VPLs
would only leave 4 VPLs to represent all other light sources.

Finally – and most importantly – we have to consider tem-
poral artifacts of our method. This is especially important
due to the low sample rates that lead to slight errors that are
hardly noticeable in a still image but which can lead to strong
flickering between successive frames.

5.2. Distributed Implementation

The distribution framework used in the IGI system uses a
tile-based dynamic load balancing scheme, which lets dif-
ferent clients compute different image tiles. In order to avoid
seeing the tile borders in the final image, we have to make
sure that all clients compute exactly the same image. For the
original system, this was simple to achieve by synchroniz-
ing the seed values for the random number generators on all
clients. Using the same random numbers, all clients would
generate exactly the same VPLs, and thus would compute
the same image.
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In our new version, however, we also have to make sure
that all clients use exactly the same PDF. Using a different
PDF – even when using the same random numbers to sample
it – would result in different VPLs, which in turn would be
clearly visible as a tiling pattern on the image plane where
each tile is illuminated differently.

In order to synchronize the PDFs, there are basically two
choices: First, one could let all clients perform the full es-
timation step on the whole frame, and again use synchro-
nized random numbers. Even though this would work, this
approach would not scale and thus is not applicable in an
interactive setting. Each client would have to shoot several
hundred thousand rays just for the estimation step, which al-
ready exceeds the budget of rays it can shoot for a single
frame.

In the second approach, each client performs the estima-
tion only for its current tile. This perfectly fits the load bal-
ancing scheme as clients computing more tiles also perform
more estimation computations. On the other side, it results in
different PDFs on each client and requires a global synchro-
nization. Due to the long latency of the underlying commod-
ity network the clients cannot wait for the server to have re-
ceived and synchronized the estimate from all clients for the
current frame. However, if we tolerate one frame of latency
for the estimate to be used, we have a simple and efficient
solution. Each client performs the estimation for its current
tile and sends the results to the server in compressed format.
The server combines the different estimates and broadcasts
the global estimate by attaching it to the first tile sent to each
client for the next frame.

The latter approach obviously works only if the PDF for
the next frame is not too different from the current frame.
This is usually not a problem for walkthrough applications,
but can result in an slight delay, e.g. when turning on a
new light source or when newly entering a previously com-
pletely occluded room. In practice, however, the visual arti-
facts ususally remain small and tolerable.

5.3. Exploiting Temporal Coherence

For a typical walkthrough, successive frames usually do not
differ too much. This temporal coherence can be exploited
in several ways: First, we can smooth the importance es-
timate by combining the estimates from several successive
frames. We currently do this by combining the old PDF
with the current estimate using the weighed sumPnew =
αPest+ (1− α)Pold. This allows us to use fewer estimate
samples and thus to lower the estimation overhead.

Similarly, we can use the PDF from the last frame to also
use importance sampling in the estimation process. This in-
creases the reliability of the estimate in the interactive set-
ting. However, we have to make sure that for the estimation
step, each light source gets a minimum probability for being
sampled. Otherwise, a light source that would once receive

a zero PDF would never be sampled nor estimated again
and would forever remain invisible. Though this eventually
samples all light sources in the estimation step, the shadow
rays are shot from the eye path towards the sampled sources,
and thus will never touch geometry around occluded light
sources.

Finally, another way of exploiting temporal coherence is
to reuse eye rays that have to be traced anyway: As the esti-
mate computed in the current tile will only be used in the
next frame we can save time by not tracing separate pri-
mary rays for estimationbeforethe rendering pass. Instead
we reuse the primary rays already traced for rendering the
current frame, thereby again reducing the estimation cost.

5.4. Avoiding Temporal Noise

The main problem to cope with in our approach is temporal
noise, which may become visible as flickering of illumina-
tion. Even though both instant radiosity and our importance
sampling step are unbiased in theory, the small number of
samples (VPLs) affordable for interactive frame rates lead to
a certain remaining error in the image. As this error is usu-
ally smoothly distributed over the entire image, it is often not
noticeable in a still image. In an interactive setting however,
two successive frames that are rendered with different VPLs
may have their error in different parts of the image, resulting
in visible flickering.

For the original system, this flickering could be controlled
by using the same random numbers for successive frames,
generating exactly the same VPLs for both frames. Using
view-driven importance sampling, this is no longer possible,
as any kind of user interaction – moving, turning, or interact-
ing with a scene – will change the view importance for the
next frame. As this view importance influences where the
VPLs will be placed, any interaction will lead to “jumping”
of the VPLs between frames.

In order to minimize this temporal flickering, we use the
above-mentioned temporal smoothing of the PDF to mini-
mize variations in the PDF. This however can also lead to
an increased latency until a drastic change of a lights impor-
tance is taken into account.

Even more importantly, we make sure that the VPLs will
be computed as coherent with the previous frame as possible.
For example, the usual way of generating the VPLs would
be to process all VPLs one after another by first sampling a
light source (using our PDF), and then randomly placing a
VPL on it. Then, however, it may easily happen that due to a
change in the probability of another light source, a VPL will
’leave’ the light source it was placed on in the last frame.
Now, even if the light source may receive another VPL, the
new VPL will be generated by different random numbers,
and thus be placed differently on the source. In practice, this
leads to most VPLs jumping from frame to frame even with
only small changes in the PDF.
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In order to avoid this effect we have reversed the pro-
cess. We first compute the number of VPLs that start at each
light source using an error diffusion process to make up for
rounding errors. Then for each light source that has received
some VPLs, we start generating the VPLs with a random
seed that is unique to the light source. Thus, the VPLs on a
light source will always be placed in exactly the same way
no matter how the PDFs of other light sources change. Also,
if the number of VPLs on a light sources changes fromn to
m the first min(n,m) VPLs will remain the same, leading to
drastically reduced flickering. Instead of processing all inter-
leaving patterns independently, we perform this VPL distri-
bution step for all lights of all interleaving patterns in order
to maximize the average number of VPLs per light source.

However, if there remain many more active lights than the
number of VPL paths that we compute for IGI, this trick
will no longer work. In this case we can no longer expect
VPLs to stay on any particular light sources if the PDFs
change. This, however, could probably be solved by clus-
tering nearby lights and distributing the VPLs according to
these clusters in the same way as discussed above. This how-
ever has not yet been tested in practice.

5.5. Results and Discussion

Due to the interactive context it is hard to quantify the results
of the new method in tables or present them as still images in
a paper. The full impact of the improvements only become
obvious when experienced interactively.

5.5.1. Temporal Artifacts

Temporal artifacts become most visible in the form of flick-
ering and are mainly caused by the extremely small sam-
pling rates used in an interactive context. As discussed above
flickering is caused by some of the VPLs changing position
between frames. The methods discussed in Section 5 use
highly dependent solutions by placing the sampling in suc-
cessive frames as consistent as possible. Essentially this tries
to keep the remaining error as temporal consistent as possi-
ble. However, some change in the samples must be allowed
in order to adapt the solution to the changing environment.

Another source of temporal artifacts is the occasional
under-sampling of contributions by some light sources. This
results in ’missing’ illumination that may suddenly ’reap-
pear’ if the importance of the light source increases above
the threshold. For example, imagine approaching a far away
room that can only be seen through a small door: While
far away this room may not receive any VPL and thus re-
mains completely dark. When approaching its importance
increases until it will receive its first VPL. This appears as if
the light in this room had suddenly been “switched on”.

The temporal artifacts can best be judged using the
accompanying video, which shows several walkthroughs
through our test scenes with both the original and with the

new method. Though we usually cannot totally avoid all our
method significantly improves the overall image quality of
such walkthroughs, and usually already gives a good impres-
sion of the lighting in the scene. Note that in all of our ex-
periments all illumination is fully recomputed every frame,
allowing to arbitrarily and interactively change any lighting
parameters, materials and geometry at any time.

5.5.2. Localization vs Non-localization

One obvious extension of our method would be to local-
ize the importance sampling procedure by having each pixel
choose its own subset of VPLs. This would allow to use
different VPLs in different parts of the scene, and should
reduce the above-mentioned undersampling artefacts. How-
ever, this localization would incur a high additional per-
pixel cost for determining the VPLs, and would destroy the
streaming framework of the IGI system which exploits the
fact that all rays do exactly the same. Furthermore, it is un-
clear how the “jumping” of VPLs from image region to im-
age region could be handled efficiently.

5.5.3. Estimation cost

One of the most obvious questions to quantify is the cost
for the estimation step, which however is hard to determine:
One obvious cost factor is the additional number of rays used
for estimation. This, however, is very small compared to the
bulk of the rays that is spent on shadow computations.

However, the rays used for the estimate are much less co-
herent than the shadow rays for the instant radiosity step and
can be significantly more costly. Additionally, the estima-
tion step requires other costly operations like samples light
sources or path directions. There is also an additional cost
for sending the estimates across the network, while the com-
bination of the separate estimates on the server is negligible.

5.5.4. Overall Performance

Due to the discussed problems in exactly quantifying the im-
pact of our method in detail, the best way of judging the im-
provements of our methods is to compare both methods side
by side at the same frame rate. Therefore, we have taken
the new method and have modified the quality parameters to
achieve a reasonably good tradeoff for image quality versus
rendering performance as it would typically be used with the
original system in less complex scenes. For the comparison,
we have then taken the original IGI system and adjusted its
quality settings until the same frame rate was obtained.

The results of this side-by-side comparison can be seen
in Figure 6: The image quality of the new method is gener-
ally much higher than with the original method. Whereas the
original rendering quality is simply not tolerable at the given
frame rate our method allows for image quality that is rea-
sonably smooth. Although some artifacts are still visible, it
nicely reproduces illumination features such as soft shadows
that have not been present with the original method.
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6. Conclusions and Future Work

In this paper, we have presented an efficient importance sam-
pling technique for computing global illumination in com-
plex and highly occluded scenes such as entire buildings.
Using a cheap and purely view-importance driven estima-
tion step our method can efficiently avoid sampling most
occluded light sources. Thus, the sampling effort is concen-
trated almost exclusively on light sources actually contribut-
ing to an image. At the same frame rate, this results in a
significantly improved image quality.

Applying our importance sampling technique to the in-
stant global illumination system allows one for the first time
to interactively explore entire buildings illuminated with
highly complex geometry and thousands of light sources. It
is important to note that no expensive or manual preprocess-
ing of the scenes has been necessary. However, some tempo-
ral artifacts remain and become visible as flickering.

We expect that future refinement and localization of the
importance estimate will reduce these temporal artifacts.
More samples due to high-performance realtime ray trac-
ing, possible even with hardware support, would also help.
We strongly believe that once the necessary computational
resources are commonly available, realtime global illumi-
nation will become a commodity for interactive 3D graph-
ics, similar to the way textures became ubiquitous on todays
graphics hardware.

Even today our method allows for interactive walk-
throughs under full global illumination with reasonably good
quality that would be sufficient for most practical demands.
It is important to note that this is possible even with models
that many other rendering algorithms can hardly render at all
even without computing global illumination.
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Figure 7: “Soda Hall”, a 7 storey fully furnished building containing 2.5 million triangles and 23,256 light sources. a.) The
entire building, simply shaded, b.) Overview of a single floor c.) and d.) Inside, with full global illumination. With our proposed
technique, the right images run at 2-3 frames per second on 22 CPUs allowing to interactively explore the entire building with
full global illumination.

Figure 8: Examples for complex and highly occluded scenes. Top row, from left to right: Overview of the entire scenes: “Shirley
10” (80k triangles, 100 lights), “Ellipse” (19k triangles, 1,164 lights), and “Soda Hall” (2.5M triangles, 23,256 lights), respec-
tively. Comparison of the image quality of the original instant global illumination method (top row) versus our new importance
sampling technique (bottom row) in the ERW10, Ellipse, and Soda Hall (two views) scenes, respectively. Due to the cost for
estimation, the lower row uses even less VPLs than the upper row (usually about 50%). While the images computed with the old
method are hardly recognizable the new method produces images of reasonably quality at the same frame rate. Especially note
the quality of the shadows.
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